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Overview
● Brief review of implicature, entailment, and contradiction

○ From the field of pragmatics
○ Studied by Grice in 1970s, not found in NN literature

● Two papers
○ “A Large Annotated Corpus for Learning Natural Language Inference”
○ “Joint Inference and Disambiguation of Implicit Sentiments via Implicature Constraints”

● Our Project
○ Bringing implicatures to natural language inference

 



Brief review of implicature, entailment, and contradiction

Given two statements: (A) Premise and (B) Hypothesis.
What is the relationship between them?



Brief review of implicature, entailment, and contradiction

Given two statements: (A) Premise and (B) Hypothesis.
What is the relationship between them?

Implicature Entailment Contradiction

A and B can also be 
utterances between 
speaker and listener

Logical incompatibility between
A and B.
A: It is fun for adults and children.
B: It is fun for children only.

If A is true, then B can be true or false.
That is, B is cancellable but A is still true.
A: Alice saw two dogs.
B: Alice saw exactly two dogs.

If A is true, then B must be true.
A: Multiple men are playing soccer.
B: Some men are playing a sport.



Brief review of implicature, entailment, and contradiction

Given two statements: (A) Premise and (B) Hypothesis.
What is the relationship between them?

Implicature Entailment Contradiction

Conventional Conversational

A and B can also be 
utterances between 
speaker and listener

Logical incompatibility between
A and B.
A: It is fun for adults and children.
B: It is fun for children only.

If A is true, then B can be true or false.
That is, B is cancellable but A is still true.
A: Alice saw two dogs.
B: Alice saw exactly two dogs.

Specific to dialogs.
Assumes that speaker and 
listener are cooperative.

If A is true, then B must be true.
A: Multiple men are playing soccer.
B: Some men are playing a sport.

Specific to A and B connected by 
logical words or loaded verbs.
A: Bob is poor, but happy.
B: Happiness is at odds with 
being poor.



Brief review of implicature, entailment, and contradiction

Given two statements: (A) Premise and (B) Hypothesis.
What is the relationship between them?

Implicature Entailment Contradiction

Quality

Conventional Conversational

Quantity (Scalar) Relation/Relevance Manner

A and B can also be 
utterances between 
speaker and listener

If A is true, then B must be true.
A: Multiple men are playing soccer.
B: Some men are playing a sport.

If A is true, then B can be true or false.
That is, B is cancellable but A is still true.
A: Alice saw two dogs.
B: Alice saw exactly two dogs.

Specific to A and B connected by 
logical words or loaded verbs.
A: Bob is poor, but happy.
B: Happiness is at odds with 
being poor.

There is available evidence that A is true.
A: Alice’s car is blue.
B: I believe Alice’s car is blue, and I have 
the evidence to prove it.

A is as informative as possible.
A: Most people want peace.
B: Some people do not want peace.

A and B are seemingly unrelated 
to the situation.
A: My clothes are dirty.
B: I want you to wash my clothes.

B is concise, but if needed can be very 
detailed.
A: John ate cake and John ate pie.
B: John ate cake first, and then John ate pie.

Specific to dialogs.
Assumes that speaker and 
listener are cooperative.

Logical incompatibility between
A and B.
A: It is fun for adults and children.
B: It is fun for children only.



Paper #1
● S. Bowman, G. Angeli, C. Potts, and C. Manning. “A Large Annotated Corpus 

for Learning Natural Language Inference,” In Proceedings of EMNLP 2015.
● 1005 citations on Google Scholar
● Key ideas:

○ A novel dataset containing 570K labeled sentence pairs (previous sets were ~1k)
○ Hypothesis sentences were generated by humans (previous were partially synthetic)

Two dogs are running 
through a field.

Amazon Mechanical Turk crowd-sourced 
workers told to write another description 

(hypothesis) that ...

Original input source: Flickr30K 
corpus of images and captions 
(captions serve as the premise)

x 5

There are 
animals outdoors.

Is definitely true
(entailment)

Some puppies 
are running to 
catch a stick.

Might be true
(neutral)

The pets are 
sitting on a 

couch.

Is definitely false
(contradiction)

For each premise-hypothesis pair,
obtain ground-truth label from 
consensus opinion of 5 turkers

Entailment
Neutral

Entailment
Entailment

Contradiction

Entailment

IMAGES WERE 
NOT SHOWN 
TO TURKERS



Paper #1 (cont’d)
● Key results

○ Availability of Stanford Natural Language Inference (SNLI).

https://nlp.stanford.edu/projects/snli/ (under Creative Commons Attribution-ShareAlike License)

○ Validity of SNLI

Validated pairs: 56,951; Pairs w/ unanimous gold label: 58.3%; No gold label: 2%;

Partitioned: train/test/dev; Parsed: via PCFG Parser 3.5.2; Large: two orders of magnitude larger 
than all other resources of its type.

○ Utility of SNLI

Suitable for training parameter-rich models like neural networks.

https://nlp.stanford.edu/projects/snli/


Paper #1 (cont’d)
● Key results

○ Utility of SNLI (cont’d)



Paper #2
● L. Deng, J. Wiebe, Y. Choi. “Joint Inference and Disambiguation of Implicit 

Sentiments via Implicature Constraints,” In Proceedings of COLING 2014.
● 24 citations on Google Scholar
● Key ideas:

○ Infer implicit opinions over explicit sentiments and events that positively/negatively affecting 
entities. (GoodFor/BadFor event).

“The reform would lower health care costs, which would be a tremendous positive change across the entire
health-care system.”

Sentiment: positive; Event: “reform lower costs”; 

Implicature: 1) negative to “cost”; 2) positive to “reform”



Paper #2 (cont’d)
● Key Ideas (cont’d)

○ Implicature rules: (s: sentiment; gf: good for; bf: bad for)

e.g. “The reform would curb skyrocketing costs in the long run.” 

s(gfbf) = positive; Agent: “reform”; Theme: “costs”; gfbf: bf (“reform” bf “cost”);
s(“costs”) = negative
Rule 3 applies:  s(“reform”) = positive; 

 



Paper #2 (cont’d)
● Key Ideas (cont’d)

○ Goal: Optimize a global function of all possible labels (pos/neg) on all agent/theme.

○ Method: Integer Linear Programming Framework.

○ Not a neural network model. (not really helpful to our project, but shows how accurately 
modelling implicatures’ behavior improves sentiment analysis; we think accurate detection of 
implicatures would improve the epistemic validity of automated reasoning on premises 
extracted from text).

:



Paper #2 (cont’d)
● Key results

○ Data  “Affordable Care Act” corpus of DCW: 134 online editorials and blogs.
○ Results Comparison (on stats of Precision; Recall; F-measure)
○ Conclusion

■ The method improves over local sentiment recognition by almost 20 points in F-measure 
and over all sentiment baselines by over 10 points in F-measure.



Our project
● Can the BERT contextual neural network language model distinguish 

between subtle inferential relationships (viz. implicature vs. entailment)?
● To the best of our knowledge, no other work has investigated this problem.

Sentence A

Sentence B

BERT 4-class classifier

Implicature (mainly scalar)

Entailment

Contradiction

None



Brief review of implicature, entailment, and contradiction

Given two statements: (A) Premise and (B) Hypothesis.
What is the relationship between them?

Implicature Entailment Contradiction

Quality

Conventional Conversational

Quantity (Scalar) Relation/Relevance Manner

A is as informative as possible.
A: Most people want peace.
B: Some people do not want peace.

Logical incompatibility between
A and B.
A: It is fun for adults and children.
B: It is fun for children only.

If A is true, then B must be true.
A: Multiple men are playing soccer.
B: Some men are playing a sport.



Our project: Using BERT

Sentence A

Sentence B

BERT 4-class classifier

Implicature (mainly scalar)

Entailment

Contradiction

None

<CLS> SENTENCE_A <SEP> SENTENCE_B



Our project: Data availability

Sentence A

Sentence B

BERT 4-class classifier

Implicature (mainly scalar)

Entailment

Contradiction

None

~500 examples hand-written by 
team members.
Can we augment synthetically?
Any ideas?

~50K examples 
from SNLI and 
MultiNLI datasets

Random 
sentence pairs



Our project: Experiments

Sentence A

Sentence B

BERT 4-class classifier

Implicature (mainly scalar)

Entailment

Contradiction

None

1. Primary goal:
What is the prediction F1 
score or accuracy of untuned 
vs. tuned BERT?

2. Stretch goal:
At what layer does BERT gain 
the most knowledge?

Compute “expected layer” at 
which model correctly labels 
example.
Tenney, et al. “BERT Rediscovers the Classical 
NLP Pipeline,” In Proc. of ACL 2019.



Thank you


