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Overview

• Three parts of the topic & ingredients of our presentation

• An “overview”; no must-reads/core papers

• please see our slides for a full list of readings/references

Analyzing and Evaluating
Pragmatic Knowledge 
in Open-Domain Dialogue Models



Introduction (Shengqi)

We will try to give an preliminary answer to these questions:

• Why do we care about analyzing and evaluating models?

• Why is pragmatics important for analysis?

• Why the open-domain dialog task? (more from Santi!)

• What are the other common practices? (besides dialog)



Why analyzing/evaluating?

• Why do we not focus on performance? Won’t that suffice?

• which are measured by Acc/F1 and BLEU/ROUGE/…?



Why analyzing/evaluating?

• Why do we not focus on performance? Won’t that suffice? NO!!

• which are measured by Acc/F1 and BLEU/ROUGE/…?

• Not a good claim for many reasons

• explanability, robustness, privacy and ethics…

• But there’s even another important issue: “Performance” is not intrinsic 

which model is better depends on how we judge them

• We’ll see some most significant issues for overall scoring



Some tasks aren’t meant to be caged

• Comparing the system output with references doesn’t help much

• is made even worse with word-overlapping metrics (BLEU/ROUGE/…)

• Classic examples: chatbots, (abstractive) summarization, …

• More importantly: slightly higher overlap doesn’t mean anything

Ref: How NOT To Evaluate Your Dialogue System, EMNLP 2016 

https://aclanthology.org/D16-1230/


Does it really work?

• Frustratingly low correlation with human judgements and with other metrics

Ref: How NOT To Evaluate Your Dialogue System, EMNLP 2016 

https://aclanthology.org/D16-1230/


Other issues

• The nature of some tasks needs fine-grained scores on certain aspects

• How to convince someone to adopt a new metric?

• Towards the actual use and understanding of language (beyond surface forms)

Ref: Why We Need New Evaluation Metrics for NLG, EMNLP 2017; 

A Survey of Evaluation Metrics Used for NLG Systems, ACM Computing Surveys

https://aclanthology.org/D17-1238/
https://arxiv.org/abs/2008.12009


Why analyzing pragmatics?

• Pragmatics are subtle and extremely undetectable with overall scores

• Many aspect-level judgments essentially involve pragmatic concerns

• coherence, relevance, …

• Less studied area in the NN era

• Paper numbers from ACL 2020 (+Workshops):

• Syntax/Syntactic: 24

• Semantic(s): 41

• Pragmatic(s) + a list of possible key words: 2 



Why open-domain dialog?

• One (mentioned) reason: ample space for “correct” answers

• The opposite case: overall accuracy is what really matters

• or serves as a fairly good proxy

• Question Answering (Reading Comprehension) is more like this fashion

Ref: The Stanford Question Answering Dataset

https://rajpurkar.github.io/SQuAD-explorer/


Why open-domain dialog?

• Another (trivial yet important) reason: 

Dialogues are the place where many pragmatic theories originate!

• Goal of mutual understanding, The “turn-taking” nature, …

• (no attempts to cover the whole history of pragmatics here XD)

• Santi will give more insights on the properties of the dialog task!

Ref: https://plato.stanford.edu/entries/implicature

https://plato.stanford.edu/entries/implicature


But it doesn’t have to be dialogs :)

• Many auxiliary tasks and probing methods can apply

• that doesn’t rely on dialog (or even not NLU)

• e.g. Diagnostic Classifiers

• We’ll quickly look at some of the methods



NLI for implicatures and presuppositions

• IMPPRESive dataset

• (similar work: NOPE dataset)

Ref: Are Natural Language Inference Models IMPPRESsive, ACL 2020

NOPE: A Corpus of Naturally-Occurring Presuppositions in English, CoNLL 2021

https://aclanthology.org/2020.acl-main.768/
NOPE:%20A%20Corpus%20of%20Naturally-Occurring%20Presuppositions%20in%20English


NLI for implicatures and presuppositions

Ref: Are Natural Language Inference Models IMPPRESsive, ACL 2020

NOPE: A Corpus of Naturally-Occurring Presuppositions in English, CoNLL 2021

https://aclanthology.org/2020.acl-main.768/
NOPE:%20A%20Corpus%20of%20Naturally-Occurring%20Presuppositions%20in%20English


Prompting Language Models

• Example: prompting reporting bias of color in LMs

• Reporting bias: people chose not to say obvious things (Gricean maxim)

• What colors are bananas?

• In real life: yellow bananas >> green/red/blue bananas >>> other colors

• In LMs: “green banana” = 332% “yellow bananas”!

Ref: The World of an Octopus: How Reporting Bias Influences a Language Model’s Perception of Color, EMNLP 2021 

https://aclanthology.org/2021.emnlp-main.63/


Prompting Language Models

• Prompting: “Most bananas are ___ .” 

Ref: The World of an Octopus: How Reporting Bias Influences a Language Model’s Perception of Color, EMNLP 2021 

https://aclanthology.org/2021.emnlp-main.63/


Prompting Language Models

• Compare with human annotations of colors

Ref: The World of an Octopus: How Reporting Bias Influences a Language Model’s Perception of Color, EMNLP 2021 

https://aclanthology.org/2021.emnlp-main.63/


Auxiliary Training Losses for Pragmatics

• Introduce Auxiliary training objectives and losses for NLU models

• e.g. relevance requirement

Ref: Learning to Write with Cooperative Discriminators, ACL 2018 

https://aclanthology.org/P18-1152/


Thanks!



Our Experiment Designs

• (still under construction)

• Overall question: which parts of the input are most *relevant/important* ?

• Adversarial sets: 

• (1) equally plausible (or similar) answers without certain components

• (2) same dialog acts, without certain components

• (3) with certain components, but non-relevant

• Off-the-shelf models/fine-tune on the pragmatic task

• Different metrics (Semantic Similarity vs. Interpretability)



Dialogue Systems



Types of Dialogue Systems
● Task/Goal-Oriented

○ Assist users in completing a task
○ Typically with pre-defined goals
○ Virtual assistants, find restaurants

● Chatbots
○ Mimic unstructured conversations
○ Open-ended
○ Often combined with Task-Oriented

Next few slides paraphrased from Chen et al (2017) and J&M 3rd ed.



Architectures
● Pipeline

○ Most common for Task-oriented

● Retrieval
○ Treat dialogue as an IR problem

● Rule-based
● End-to-end Generation



Chatbots
● Rule-Based & Retrieval methods 

were the norm 
● LLMs enable end-to-end 

generative systems
● Pre-training/ Fine-tuning 

paradigm 



DialoGPT (Zhang et al, 2020)

● Based on GPT-2 Architecture
● Dialogue as (causal) language modelling
● Pre-trained on a corpus of Reddit threads
● Best results obtained when continuing 

from the standard GPT-2
● Uses a separate model to score and rank 

informative responses



Pre-Training Data
● Reddit reply chains from 2005-2017
● Filtered out replies with:

○ URLs and Markup
○ word repetitions of at least three words
○ non-English 
○ Longer than 200 words 
○ Offensive language (World filter)
○ “Uninformative” content

● Ca. 150 Million Dialogue instances, 1.8B tokens



DailyDialog (Li et al, 2017)

● Is social media data representative?
● Open-Domain, mix of task-oriented and 

chit-chat
● Dialogues are crawled from English 

learning websites
● Relatively short dialogues compared to 

social media datasets
● Annotated for dialogue acts and 

emotion



DailyDialog++ (Sai et al, 2020)

● Adversarial Dataset for DailyDialog
● Intended for evaluating retrieval-based methods and BertScore-type 

metrics
● Added added alternate responses,random negatives and adversarial 

examples.
● Adversarial examples were created by tasking the annotators to generate 

irrelevant responses given a number of words from the context.
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Analyzing pragmatics in 
dialogs
Group 8

Measuring the 'I don't know' Problem through the Lens of Gricean Quantity, 2021 NAACL;
GRICE: A Grammar-based Dataset for Recovering Implicature and Conversational rEasoning, 
2021 ACL 



Recap of Gricean
Maxims



Measuring ‘I don’t know’ Problem

- Violation of the Gricean maxim of Quantity
- Measuring method: Relative Utterance Quantity (RUQ)



Methods – Relative Utterance Quantity 

- Model: Transformer chatbos in FAIRSEQ using parameters from the FLORES 
benchmark for low-resource MT

- Plot the average model score for each token across sentences. 

- compare the original reference, beam search output, and two ‘I don’t know’ 
(IDK) variants: ‘I don’t know.’ and ‘I don’t know what to do’. 

- compute the (length normalized) model score for ‘I don’t know.’ and the 
reference of each training prompt, and count how many times the reference is 
preferred. (RUQ score)



Experiment Result



Experiment Result



Gricean Maxims – Related work

● Niels Ole Bernsen, Hans Dybkjær, and Laila Dybkjær. 1996. Cooperativity in human-machine and 
human- human spoken dialogue 

● Sanda Harabagiu, Dan Moldovan, and Takashi Yukawa. 1996. Testing gricean constraints on a 
wordnet-based coherence evaluation system. In Working Notes of the AAAI-96 Spring Symposium 
on Computational Approaches to Interpreting and Generating Conversational Implicature, pages 31–
38. 

● Prathyusha Jwalapuram. 2017. Evaluating dialogs based on Grice’s maxims. In Proceedings of the 
Student Research Workshop Associated with RANLP 2017, pages 17–24, Varna. INCOMA Ltd. 

● Mohammed R. H. Qwaider, Abed Alhakim Freihat, and Fausto Giunchiglia. 2017. TrentoTeam at 
SemEval-2017 task 3: An application of Grice maxims in ranking community question answers. In 
Proceedings of the 11th International Workshop on Semantic Evaluation (SemEval-2017), pages 
271–274, Vancouver, Canada. Association for Computational Linguistics. 



Grice: A Grammar-based Dataset for Recovering 
Implicature and Conversational rEasoning

- Motivation: 
bring implicature into pragmatic reasoning in the context of conversations 

- Grice dataset: systematically generated using a hierarchical grammar model 

- Result: Model shows an overall performance boost in conversational reasoning



Motivation

- “Language is a form of rational action”

- Current open-ended dialogue systems 
- imitate human responses by regressing large amount of training data
- fail to account for pragmatics perspective

- “ Human speakers usually do not speak their thoughts or intentions directly “
-> Conversational implicature



Sample Dataset:



Task Definition (How well a model “understands”)

- Implicature recovery
- Convasational reasoning evaluated by QAs



Grammar Production Rules



Subtopics



five types of implicature



Examples of generating answers



Main take-aways

- Evaluation metric comparing generic answers e.g. “I don’t know” vs. 
“reference answer” (maxims of quantity)

- Generate conversation templates
- generate plausible answers using implicatures
- generate adversarial examples (4 methods mentioned for implicature

recovery tasks)



Thank you!
Group 8


