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Amnesic Probing
Behavioral Explanation with Amnesic Counterfactuals



Amnesic Probing: Background

● Information can be extracted from the representation ≠ information is used for a specific 
task

● Core idea: If some information is used for a task, then removing such information from 
the representation should have negative impact

● Objective: evaluate the effectiveness of the proposed amnestic probing method



Amnesic Probing: Method

But wdym by removing? 
🤔



“Null it out”
An overview of Iterative Nullspace Projection 





Related methods
● Adversarial methods

○ Use an adversary network that tries to extract protected information from an 
encoder

○ Difficult to train and can be computationally expensive
● Nullspace cleaning

○ Removes the null-space of the pre-trained classifier in order to remove information 
that is not used for the main task

○ Not exhaustive and not designed to remove protected attributes 
● Projection onto user-defined subspaces

○ E.g. Protect gender information by removing the projection onto the user-defined 
gender subspace

■ e.g. span{(he - she), (king - queen), (Mister - Miss), etc.} + PCA
○ “...these methods only cover up the bias… in fact, the information is deeply 

ingrained in the representations.” (Ravfogel, et. al.,  p.2)



INLP: Purpose



The INLP Algorithm

1. Let X be the set of vectors we wish to guard, C be the set of protected 
attributes we wish to guard against, and P(x)=x be the identity projection. 

2. Train a linear classifier, W, which, for each x∈X, uses P(x) in order to 
predict the affiliated category c∈C, with some accuracy.

3. If that accuracy is greater than a proportion-based decision rule…
a. Define Pi(x) be the function that projects P(x) onto the null space of W
b. Let P(x) = Pi(P(x))
c. Return to step 2

4. P(x) is the desired guarding function



An Algebraic Example: Set up
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An Algebraic Example: Determine the first linear classifier

2 0 0 0 0W1 = 

1W1X2+b1= 

-1b1= 

2 0 0 0 0W1 X1+ 
b1= 

1
0
0
0
1

+ -1 1= 

-1W1X3+b1= 



An Algebraic Example: Project onto Null(W1)

Null(W1) = {all vectors in R5 with a 0 in the first entry}
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An Algebraic Example: Determine the next linear classifier
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An Algebraic Example: Project onto Null(W2)

Null(W2) = {all vectors in R5 with a 0 in the fourth entry}
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A Visual Example: First iteration



A Visual Example: First iteration



A Visual Example: First iteration



A Visual Example: Second iteration



A Visual Example: Second iteration



A Visual Example: Second iteration



A Visual Example: Third iteration



A Visual Example: Third iteration



INLP: Visualizing the results
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INLP: Visualizing the results
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Information-free component

≥ N - K*(C-1) dimensional subspace

N = dimension of embedding space
K = number of iterations of INLP
C = number of classes for the protected attribute



INLP: Visualizing the results
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Information-free component

Information-rich component

≥ N - K*(C-1) dimensional subspace

N = dimension of embedding space
K = number of iterations of INLP
C = number of classes for the protected attribute



Some applications of INLP

● Guarding gender information (explored in the “Null It Out” paper)
● Guarding protected attributes for hiring or loan approvals 

(e.g. gender, race, age)
● Determining language-specific and language-agnostic components in 

mBERT
○ Potential applications to translation tasks

● Determining if BERT uses POS information in the language modeling task…



Amnesic Probing: Method, Resumed

● Control 
○ Control over information

■ Create baseline ‘guarding’ function that removes the same number of directions as INLP 
does, but randomly 

○ Control over selectivity
■ Fine tune the subsequent layers with gold information of the property that is removed.
■ Restoration of original performance is evidence that the property we removed can 

account for the damage to the model’s performance



Amnesic Probing: Experiment Setup

● Model
○ BERT

● Properties
○ Coarse and fine-grained part-of-speech tagging (c-pos and f-pos)
○ Syntactic dependency labels (dep)
○ Named-entity labels (ner)
○ Beginning and end of a phrase (phrase start and phrase end)

● Measures  
○ LM accuracy
○ Kullback-Leibler Divergence for distributions before and after amnesic intervention 

■ Measures how a probability distribution is different from another
■ Larger = greater change.



Amnesic Probing: Experiment 1

● Naive probing vs amnesic probing



Amnesic Probing: Experiment 2

● Naive probing vs amnesic probing, but with masked representations



Amnesic Probing: Experiment 3

● How does removing c-pos affect the model’s accuracy in predicting words 
from each category?



Amnesic Probing: Experiment 4

● Removal of properties in earlier layer, rather than BERT’s transformer blocks
● Information relating to the properties should still be recoverable by 

subsequent layers in non-linear ways
● Two sub experiments

○ Removing information related to a property in an early layer, then measure the probing 
accuracy for the given property in subsequent layers

○ Removing information related to a property in an early layer, then measure the LM accuracy at 
the final layer



Amnesic Probing: Experiment 4.1



Amnesic Probing: Experiment 4.2



Amnesic Probing: Discussion & Conclusion

● A method to quantify the influence of certain properties on a model’s 
performance on a specific task

○ Does not quantify the relative importance of different properties
○ Differences between two versions of the model (masked vs unmasked) in this paper not cross 

comparable



Our Experiment

● Use INLP to decompose BERT’s representation into semantic & 
non-semantic, and syntactic & non-syntactic components

● By measuring a linear classifier’s performance on POS tagging and semantic 
role labeling for each of the above components, we can draw conclusions 
about the importance of syntactic information in semantic tasks and vice 
versa
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