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Twitter Confession
<P

Susan Lilly v
@susanlilly

| am the author behind this now viral tweet. | own my
mistake, and now | rock it. #largeboulder

%% San Miguel Sheriff @SheriffAlert - Jan 27

Large boulder the size of a small boulder is completely blocking east-bound
lane Highway 145 mm78 at Silverpick Rd. Please use caution and watch for
emergency vehicles in the area.
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Modeling
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The Setting

e From the training data, collect (X, y) pairs:
e X In X: observed data
e yin Y: thing to be predicted (e.g., a class in a classification problem)

e EX: In a text classification task
® X:adocument
e y: the category of the document

e (Goal: estimate P(y | x)
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Basic ldea

e (Goal: estimate p(y | x)

e Choose p(Xx, y) with maximum entropy (or “uncertainty”) subject
to the constraints (or “evidence”).

H(p) = - Z p(x, y)log p(x, y)
(x,y)EXXY



Outline for Modeling

e Feature function: ]§(x, y)

e (Calculating the expectation of a feature function

e Forms of P(x, y) and P(y | x)



Feature function



Definition
e A feature function is (usually) a binary-valued function on events:

f;i: XXY - {0,1}

e The jcorresponds to a (feature, class) pair. Often:
J{x,y) =1l iff tis presentin xand y = ¢

e Example: 1 = politics and x contains 'war'
i ]j-(x, )= {() Z)theliwise



Weignhts iIn NB
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Weignhts iIn NB

Each cell is a weight for a particular (class, feat) pair.



Matrix in MaxkEnt

Each feature function f; corresponds to a (feat, class) pair.
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Feature function summary

e A feature function in MaxEnt corresponds to a (feat, class) pair.

e The number of feature functions in MaxEnt is approximately |CI
* VI,

e A MaxEnt trainer learns the weights for the feature functions.



The outline for modeling

e Feature function: ]§(x, y)

e (Calculating the expectation of a feature function

e The forms of P(x,y) and P(y | x)



Expected Return

e EXx1:

e Flip a coin
e if it’s heads, you win 100 dollars
e If it’s tails, you lose 50 dollars

e \What is the expected return?
P(X=H) * 100 + P(X=T) * (-50)

o EX2:
e |fitis x;, you will receive v; dollars?

e What is the expected return?

D PX =x),
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Calculating the expectation
of a function

Let P(X = x) be a distribution of a random variable X.
Let f(x) be a function of =.
Let E,(f) be the expectation of f(z) based on P(x).

Ep(f) =) ; P(X = x;)|f (x;)

> P(X = i) v, ,




Empirical expectation

e Denoted as: p(x)

e EXx1: Toss a coin four times and get H, T, H, and H.

e The average return: (100-50+100+100)/4
e Empirical distribution: p(X=h)=3/4;p(X =1) = 1/4

e Empirical expectation:

% * 100 + % * (-50)
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Model Expectation

e Ex1: Toss a coin fourtimes and get H, T, H, and H.

e A model:

e Assume a fair coin
o P(X=H)=P(X=T)=1/2

e Model expectation:
1/2*100 + 1/2 * (-50) =25



Some Notation

Training data: S

Empirical distribution: p(x, y)
Model: p(x, y)

jth feature function: f:(x, y)

Empirical expectation of f; Z px, V)fi(x, y)
(x,y)

Model expectation of f]" Z p(x, y)f]"-(x, y)
(x,y)



Empirical expectation™

N Pl y)f,(x, )
X=X, yeY
EP(X)p(y 0, (x.9) = FPEY B0,

EP(X)EP(y\X)f (x, ) _—Ezp(y‘x)f(x V)

=] y&Y¥

_ ;,i £ (x0,)
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An example

e Training data:

N

x2 c2 t1 t4 i—=1
x3 c1 1314 th |2 | | t
cl | | 2 |
x4 c3 1113 ) | 0 0 |
1 N c3| | 0 | 0

Ep“fj =ﬁz fj(xwyi)
=1



An example

e Training data:

x1 c1 t1 t2 t3
Empirical expectation

x2 c2 t1 t4
x3 c1 1314 th | €2 ) 3 | t4
x4 c3 t1t3 cl | 1/4 | 1/4 ] 2/4]| |/4

. c2 | 1/4 04|04 | 1/4
]

Epf;=—> [f(x,») |3|1/4]04]1/4]0/4

N



Calculating empirical expectation

Let N be the number of training instances

for each instance x in the training data
let y be the true class label of x
for each feature t in x

empirical_expect [t] [y] += 1/N



E,J,

Model expectation™

Y p(x,y) f;(x,»)
x&X ,)y&eYy
XEXE POPOINSEY) = N B)p(y|x)f,(x7)

XX ,yeY

Ep(x)} p(y 1) f(x, ) 2 p(x)E p(y|x)f,(x,¥)

ey =4

—Ezp(yIX)f (%, )

llyEY
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An example

e Suppose P(y | x) =1/3
e Training data:

X1 t1 t2 t3

X2 i1 t4

X3 t4

x4 t1 {3

"Raw’” counts

tl | €2 | t3 | t4
cl | 3/3 | 1/3]2/3|2/3
c2 | 3/3 | 1/3]2/3|2/3
c3 | 3/3| 1/3]2/3|2/3

1 N

Epfj =—22p(y|xi)fj(xiay)

N =1 y&r




e Suppose P(y | x) =1/3

e Training data:

X1
X2
X3
x4

i1 12 {3

i1 t4
t4
t1 13

Ezp(yIX)f (x;, )

1 yeY

An example

Model expectation

tl t2 t3 t4
cl | 3/12 | 1/12 | 2/12 | 2/12
c2 | 3/12 | /12 | 2/12 | 2/12
c3 | 3/12 | /12 | 2/12 | 2/12




Calculating model expectation

Let N be the number of training instances

for each instance x in the training data
calculate P(y | x) foreveryyin'Y
yixereveryy Ezp(y\X)f(xl,y)
for each feature t in x I yer
foreachyinY

model_expect [t] [y] += 1/N * P(y | x)
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Empirical expectation vs.
model expectation

1 N
Esf, =ﬁ121 /i (xy)

- S
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Outline for modeling

o Feature function: f:(x, y)

e (Calculating the expectation of a feature function

e The forms of P(x, y) and P(y | x)**



Constraints

e Model expectation = Empirical expectation

E.f;= E;f; = 4q,

e \Why impose such constraints?
e MaxEnt principle: Model what is known

e Maximize the conditional likelihood: see Slides #24-28 in (Klein and Manning,
2003)
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The conditional likelihood (**)

e (Given the data (X,Y), the conditional likelihood is a function of the
parameters .

logP(Y'| X, \)

= log H(Qj,y)E(X,Y) P(ylz, A)

= Z(w,y)G(X,Y) logP(y|x, \)
ezj Njfi(z,y)

ZyEY ezj EAEAN

= 2 (a.y)e(X,y) 09

> Nifi ()

- Ajfi(z,
= L (zy)e(x.y)log e 2. V)

— log Zer e



The effect of adding constraints

Bring the distribution closer to the data
Bring the distribution further away from uniform
Lower the entropy

Raise the likelihood of data



Restating the problem

The task: find p* s.t.

where

p*=argmax H(p)
peEP

P={p|E,f, =E,f.j=tlouk}}

Objective function: H(p)

Constraints:

\Ef,=E5f,=d,,j=14,.,k}}



Using Lagrange multipliers (**)

L _ k
inimize Ap) A(p)=~H(p)= S W (E, f,-d ) =2 ( S p(xy)-1)
J=1 X,y
A(p)=0
3y p(x,)Inp(x,») =Y M (CY p(x, 1) f;(x, ) =d ) =AY p(x,y)=1)
. =1 Xy X,y -0

op(x, y)

k
= 1+Inp(x, )= YA, f,(x,9) =}, =0
7=l

= 1Inp(x,y) = (Y A, f,(x, )+ 2 —1

( ) élkjfj (x,y)+hy-1 élkjfj (x,)+Ay -1
— pP\X,y)=¢€ ) =&

S, 1 (x,)
=l

= p(x,y) = c ~ where 7 =e'™



Questions

p*=argmax H(p)
PEP

where  P={p|E f, =E;f.,j=1L..k}}
e Is P empty?

e Does p* exist?
e |s p* unique?
e What is the form of p*?

e How can we find p*?



What is the form of p*?
(Ratnaparkhi, 1997)

P={p|E,f,=E;f,.j = {l.k}}

k
0={p|py)=n]]o,""" 0, >0}
71

Theorem: if p*€PNO then p*=argmaxH(p)
pePl

Furthermore, p* Is unique.
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Two equivalent forms

k
p(x,y) =x] Jo,
71

§}\jfj (X,y)
j=1
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Modeling summary

Goal: find p* in P, which maximizes H(p).
P={p|E,f; =E;f;J = {l.k}}

It can be proved that, when p* exists,
- It IS unique

- it maximizes the conditional likelihood of the training data
- it is a model in Q, where

k
0={plpx)=n]]o/"a, >0}
71
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Decoding
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Decoding
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Procedure for calculating P(y | x)

Z=0;
foreachyinyY
sum = default_weight_for_class_y;
for each feature t present in x
sum += weight for (t, y);
result]y] = exp(sum);
Z += result|y];
foreachyinY

P(y | X) = result[y] | Z;
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MaxEnt summary so far

ldea: choose the p* that maximizes entropy while satistying all the constraints.

P* IS also the model within a model family that maximizes the conditional
ikelihood of the training data.

MaxEnt handles overlapping features well.

In general, MaxEnt achieves good performance on many NLP tasks.

Next: Training: many methods (e.g., GIS, IS, L-BFGS).
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