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## Preface

This book grew out of two previous introductory texts: Fundamentals of Mathematics for Linguists by Barbara Hall Partee and Introduction to Mathematical Linguistics by Robert Wall, both of which had gone out of print in the U.S by the mid 1980's. Faced with the daunting prospect of revising and updating each of these books for re-publication, the authors decided to pool their resources and soon after Alice ter Meulen joined them in the project of producing this book, Mathematical Methods in Linguistics,

Like its predecessors, this book is designed primarily for students in linguistics, but it can of course be used by anyone wanting an introduction to the kind of discrete mathematics which finds application in many areas of contemporary linguistic theory. We have tried to make this a gentle introduction in that nearly all the basic material on set theory and logic (Parts A and B) presuppose no mathematical skills beyond the high school level. Indeed, since the mathematics covered here deals with discrete entities-for example, strings of letters from some alphabet-rather than with continuous structures such as lines and areas, the reader will find that it bears a stronger resemblance to high school algebra than to calculus or analytic geometry. One aim, then, is to provide a kind of basic literacy course in set theory and formal logic, which are essential to understanding formalizations in a broad and ever-increasing range of work in linguistics (and in many other fields as well).

The largest portion of this book, however, shows how more complex and interesting structures can be built out of the set-theoretic and logical bases, and, within the limits of space available in these already dense pages, we have tried to indicate how these structures can prove useful in certain linguistic domains. Part C, for example, leads from the notions of order and operation to algebraic structures such as groups, semigroups, and monoids, and on to lattices and Boolean and Heyting algebras, which have played a central role in much recent work in the semantics of events, mass terms, collective vs. distributive actions, etc. In Part D , the model-theoretic semantics of
predicate logic is extended and applied to a limited, but interesting, fragment of English, and this leads into a discussion of work on generalized quantifiers and the problems posed by intensional constructions Part E deals with an area which has traditionally been labelled "mathematical lingusitics," ie, formal languages and automata theory This section includes proofs of the non-regularity of English and of the non-context freeness of Swiss German as well as material on formal languages -e.g, indexed languages, tree adjoining languages, and categorial languages- lying between the context free and context sensitive classes. There is also a brief discussion of the mathematical properties of "standard theory" transformational grammars.

As is perhaps evident from these cursory descriptions, Parts C, D, and E each form nearly independent sequels to the introductory material in Parts A and B There is far more material here than can be covered in a one semester course (or perhaps even a one year course), so an instructor will necessarily have to make a selection according to the background and interests of the class. For those approaching the subject matter for the first time, it might be wise not to try to read the first eight chapters in sequence but to take the elementary sections on set theory and logic in parallel, leaving the more advanced material on axiomatic systems, Chapter 8 , for later. The exercises at the end of most chapters and sections (with answers to many of them supplied at the back of the book) will help both students enrolled in a class and those working on their own to check their understanding of the concepts introduced Some relevant but not, strictly speaking, essential material has been relegated to appendices, and there are, of course, references and suggestions for further reading to be found with each section.

A word should be said about what is not included. We have not tried to cover probability and statistics (used in glottochronology, frequency counts of words and constructions in texts, and in fact relevant to the analysis of any sort of experimental data), the mathematics of wave theory (used in acoustic phonetics), and the mathematics of computation beyond basic automata theory (used in computational linguistics in the study of parsing and machine translation, for example). There is virtually no limit to the mathematical tools which might eventually prove useful in solving linguistic problems, and so a book such as this one can never hope to be completely comprehensive.

Beyond the specific aims just outlined, we have an even broader purpose in mind in puttting this textbook together To quote from the Preface of Fundamentals of Mathematics for Linguists:

A further and even more general aim of the book is to make mathematical concepts and mathematical reasoning more accessible, less formidable, and hopefully even pleasurable, to those students who have stayed away from mathematics out of a perceived insecurity or distaste for the subject Many of the best textbooks on subjects treated here presuppose a considerable degree of mathematical sophistication, not because the subject matter requires it, but just because in most curricula such topics as formal systems and automata theory are not standard first-year fare and are more likely to be taken up by students who have studied a considerable amount of other logic or mathematics first. And it is certainly true that this book by itself does not provide [all] the tools to become a creative researcher in mathematical linguistics or in any of the branches of mathematics here covered; but [we] believe it does provide a solid grounding to enable the student to understand much of the basis of the formalization encountered in linguistics and other social and behavioral sciences, and to go on to study further mathematics and logic with confidence.

Many people contributed to the preparation of this book. We would especially like to thank Fred Landman, David Dowty, Pauline Jacobson, John Etchemendy, Tom Hukari, Arnold Zwicky, Craige Roberts, and Peter Lasersohn for reading earlier versions of the manuscript and field-testing parts of it in the classroom. Their suggestions and criticisms have led to many improvements, for which we are very grateful. Kathy Adamczyk, Louis Conover, John Brolio, Avery Andrews, and Krzysiek Rozwadowski worked uncountably many hours putting the text into computer-readable form and IAT $\mathrm{T}_{\mathrm{E}}$ Xing it into camera-ready copy. Their patience and dedication knows no bounds, and they are to be thanked for the fact that the price of the book is a finite and relatively reasonable amount. A special debt of gratitude is owed to Lauri Karttunen, Annie Zaenen, Mark Aronszajn, and Steven Weisler for their support, encouragement, and generous hospitality. We would also like to express our sincere appreciation to Martin Scrivener of Kluwer Academic Publishers for his continued patience, understanding, and unfailing support during the long process of getting this book into print And we gratefully acknowledge the help of the System Development Foundation for Grant No. 650 to Barbara Partee during part of the time the manuscript was being prepared, and a research grant from the University of Groningen during 1985-86 to Alice ter Meulen.

For any mistakes, omissions, or other deficiencies remaining, the authors have agreed to blame each other.

## Part A

## SET THEORY

h

## Chapter 1

## Basic Concepts of Set Theory

### 1.1 The concept of a set

A set is an abstract collection of distinct objects which are called the members or elements of that set. Objects of quite different nature can be members of a set, e.g. the set of red objects may contain cars, blood-cells, or painted representations. Members of a set may be concrete, like cars, blood-cells or physical sounds, or they may be abstractions of some sort, like the number two, or the English phoneme $/ \mathrm{p} /$, or a sentence of Chinese In fact, we may arbitrarily collect objects into a set even though they share no property other than being a member of that set The subject matter of set theory and hence of Part A of this book is what can be said about such sets distegarding the actual nature of their members.

Sets may be large, e.g the set of human beings, or small, e $g$ the set of authors of this book. Sets are either finite, e.g the readers of this book or the set of natural numbers between 2 and 98407 , or they are infinite, e g. the set of sentences of a natural language or the set of natural numbers: zero, one, two, three, .... Since members of sets may be abstract objects, a set may in particular have another set as a member. A set can thus simultaneously be a member of another set and have other sets as members. This characteristic makes set theory a very powerful tool for mathematical and linguistic analysis.

A set may be a legitimate object even when our knowledge of its membership is uncertain or incomplete. The set of Roman Emperors is well-defined
even though its membership is not widely known, and similarly the set of all former first-grade teachers is perfectly determined, although it may be hard to find out who belongs to it. For a set to be well-defined it must be clear in principle what makes an object qualify as a member of it. For our present purposes we may simply assume that, for instance, the set of red objects is well-defined, and disregard uncertainties about the exact boundary between red and orange or other sources of vagueness

A set with only one member is called a singleton, e.g the set consisting of you only, and there is one special set, the empty set or the null set, which has no members at all. The empty set may seem rather startling in the beginning, but it is the only possible representation of such things as the set of square circles or the set of all things not identical to themselves. Moreover, it is a mathematical convenience. If sets were restricted to having at least one member, many otherwise general statements about sets would have to contain a special condition for the empty set. As a matter of principle, mathematics strives for generality even when limiting or trivial cases must be included

We adopt the following set-theoretic notation: we write $A, B, C, \ldots$ for sets, and $a, b, c, \ldots$ or sometimes $x, y, z, \ldots$ for members of sets. The membership relation is written with a special symbol $\epsilon$, so that $b \in A$ is read as ' $b$ is a member of $A$ '. It is convenient also to have a notation for the denial of the membership relation, written as $\notin$, so that $b \notin A$ is read as ' $b$ is not a member of $A$ '. Since sets may be members of other sets we will sometimes write $A \in B$, when the set $A$ is a member of set $B$, disregarding the convention that members are written with lower case letters.

### 1.2 Specification of sets

There are three distinct ways to specify a set: (1) by listing all its members, (2) by stating a property which an object must have to qualify as a member of it, and (3) by defining a set of rules which generate its members. We discuss each method separately.

List notation: When a set is finite, its members can in principle be listed one by one until we have mentioned them all. To specify a set in list notation, the names of the members, written in a line and separated by commas, are enclosed in braces For example, the set whose members are the world's longest river, the first president of the United States and the number three could be written as
(1-1) \{The Amazon River, George Washington, 3\}
Several things must be noted here First, in specifying a set, we use a name or some definite description of each of its members, but the set consists of the objects named, not of the names themselves. In our example, the first president of the United States, whose name happens to be 'George Washington', is a member of the set. But it is the man who belongs to the set, not his name Exactly the same set could have been described in the following way
(1-2) \{The Amazon River, the first president of the United States, 3\}
by using an alternative description for this individual. Of course, a set may also contain linguistic objects like names. To avoid confusion, names which are members of sets in their own right are put in single quotes. The set

## (1-3) \{The Amazon River, 'George Washington', 3$\}$

should hence be distinguished from the set in (1-1), as it contains a river, a name and a number, but not the man who was the first president of the United States It is important to realize that one and the same set may be described by several different lists, which prima facie have nothing in common except that they denote the same individuals.

Second, insofar as sets are concerned, it is an accidental feature of our left to right writing convention that the members are listed in a particular order. Contrary to what this notation may suggest, there is no first, second or third member in the set (1-1) A less misleading notation, which we sometimes use, is shown in (1-4) below; it avoids the suggestion of any ordering of its members (see the Venn diagrams in Sec. 6 below).

## George Washington



The list notation is obviously more convenient to write and typeset, and is therefore usually preferred.

Another point about the list notation for sets is that writing the name of a member more than once does not change its membership status. Should we write
(1-5) $\{a, b, c, d, e, e, e, e\}$
we would have described exactly the same set as by writing
(1-6) $\{a, b, c, d, e\}$
This is a consequence of a fundamental principle of set theory: for a given object, either it is a member of a given set or it is not There is no such thing as halfway, multiple or gradual membership in our set theory (although there have been attempts to construct theories of "fuzzy sets"; see Zadeh (1987)).

For large finite sets the list notation may be impractical and is abbreviated if some obvious pattern can be recognized in the list. For example, to list all multiples of five between zero and one hundred, we may write:
(1-7) $\{0,5,10,15, \ldots, 95,100\}$
Predicate notation: The list notation can be used, strictly speaking, only for finite sets, although it is sometimes used in elliptical form for wellknown infinite sets such as the various sets of numbers. For example, the set of positive integers (whole numbers) is sometimes denoted by $\{1,2,3,4, \ldots\}$. A better way to describe an infinite set is to indicate a property the members of the set share. The so-called predicate notation for this type of set description is illustrated by
(1-8) $\{x \mid x$ is an even number greater than 3$\}$
The vertical line following the first occurrence of the variable $x$ is read 'such that', The whole expression in (1-8) is read 'the set of all $x$ such that $x$ is an even number greater than 3.' Here $x$ is a variable, which we may think of as an auxiliary symbol that stands for no particular object, but it indicates what the predicate is applied to. Note that the predicate notation describes finite and infinite sets in the same way (e.g', the predicate ' $x$ is an even number between 3 and 9 ' specifies the finite set $\{4,6,8\}$ ) and that two predicates, if they are coextensive, will specify the same set. For example,
(1-9) $\{x \mid x$ is evenly divisible by 2 and is greater than or equal to 4$\}$
is the same set as (1-8)
A predicate may also define its members in relation to something else For instance, the set
$(1-10) \quad\{x \mid x$ is a book and Mary owns $x\}$
contains the books that Mary owns.
Russell's Paradox: In the early years of set theory any conceivable property was thought to be a defining property of a set But Bertrand Russell discovered in 1901 that a paradox could be obtained from an apparently acceptable set specification of that sort

Russell obser ved first that if sets are defined by properties of their members, some sets will turn out to be members of themselves and other sets will not. For example, the set of all elephants is not itself an elephant, and therefore is not a member of itself. But the set of all abstract concepts must contain itself as member, since a set is an abstract concept. The properties 'is a member of itself' and 'is not a member of itself' should therefore also be defining properties of sets. In particular, then, one could define a set $U$ as the set of all those sets which are not members of themselves: $U=\{x \mid x \notin x\}$. Then we may ask of $U$ whether it is a member of itself. Now two cases may obtain: (i) if $U$ is not a member of itself, then it satisfies the defining characteristic of members of $U$, and therefore it must be a member of $U$, i.e, of itself; or (ii) if $U$ is a member of itself, then it does not satisfy the defining property, hence it is not a member of $U$, i. e., of itself Since $U$ either is or is not a member of $U$, the result is a logical paradox. The evident conclusion from this paradox is that there is no such set $U$, but nothing in Cantor's set theory excluded such a possible defining property. The discovery of the Russell paradox was therefore of great importance (many different but essentially equivalent versions have since been formulated), but it was all the more significant in light of the fact that logicians and mathematicians had been attempting to show that set theory could serve as a foundation for all of mathematics. The appearance of a paradox in the very foundations of set theory made some people doubtful of long-used and familiar mathematical notions, but mathematical practice continued as usual without being hampered by this foundational crisis. Many inventive and innovative solutions have been proposed to avoid the paradox, to resolve it or to make its consequences harmless. One such way, initially suggested by Russell, was type theory, which has found fruitful applications to natural language (e.g. in Montague Grammar; see Part D), as well as in the context of programming
languages and their semantics, but it is beyond the scope of this book to discuss the type theories in general or any of the various other solutions to the set-theoretic paradoxes (see, however, the axiomatization of set theory in Chapter 8, section 2.8)

Recursive rules: Since finite sets specified simply by listing their members can never lead to such paradoxes, no changes had to be made for them. For infinite sets, the simplest way to avoid such paradoxes and still be able to define most sets of relevance to ordinary mathematics is to provide a rule for generating elements "recursively" from a finite basis. For example, the set $E=\{4,6,8, \ldots\}(=(1-8)=(1-9))$ can be generated by the following rule:
$(1-11)$ a) $4 \in E$
b) If $x \in E$, then $x+2 \in E$
c) Nothing else belongs to $E$.

The first part of the rule specifies that 4 is a member of $E$; by applying the second part of the rule over and over, one ascertains that since $4 \in E$, then $6 \in E$; since $6 \in E$, then $8 \in E$; etc. The third part insures that no number is in $E$ except in virtue of $a$ and $b$

A rule for generating the members of a set has the following form: first, a finite number of members (often just one) are stated explicitly to belong to the set; then a finite number of if-then statements specifying some relation between members of the set are given, so that any member of the set can be reached by a chain of if-then statements starting from one of the members specified in the first part of the rule, and nothing that is not in the set can be reached by such a chain. We will consider such recursive devices in more detail in Chapter 8, section 1.1.

The earlier method of specifying a set by giving a defining property for its members has not been abandoned in practice, since it is often quite convenient and since paradoxical cases do not arise in the usual mathematical applications of set theory. Outside of specialized works on set theory itself, both methods are commonly used.

### 1.3 Set-theoretic identity and cardinality

We have already seen that different lists or different predicates may specify the same set. Implicitly we have assumed a notion of identity for sets which is one of the fundamental assumptions of set theory: two sets are identical if and only if they have exactly the same members. For instance,
$(1-12)\{1,2,3,4,5,6\}$
and
(1-13) $\{x \mid x$ is a positive integer less than 7$\}$
and
a) $1 \in A$
b) if $x \in A$ and $x$ is less than 6 , then $x+1 \in A$
c) nothing else is in $A$
are three different kinds of specifications, but because each picks out exactly the same members, we say that they specify the same set. We use the equals sign ' $=$ ' for set-theoretic identity. Thus we may write, for example,
$(1-15) \quad\{1,2,3,4,5,6\}=\{x \mid x$ is a positive integer less than 7$\}$
The equals sign is also used in naming sets. For example, we might write 'let $B=\{1,2,3,4,5,6\}$ ' to assign the name ' $B$ ' to the set in (1-12). The context will make it clear whether ' $=$ ' is being used to stipulate the name of a set or to assert that two previously specified sets are identical.

A consequence of this notion of set-theoretic identity is that the empty set is unique, as its identity is fully determined by its absence of members. Thus the set of square circles and the set of non-self-identical things are the same set. Note that the empty list notation '\{\}' is never used for the empty set, but we have a special symbol ' 9 ' for it.

The number of members in a set $A$ is called the cardinality of $A$, written $|A|$ or $\#(A)$. The cardinality of a finite set is given by one of the natural numbers. For example, the set defined in (1-12) has cardinality 6 , and since (1-13) and (1-14) describe the same set, they describe sets of the same cardinality (of course distinct sets may also have the same cardinality). Infinite sets, too, have cardinalities, but they are not natural numbers. For example, the set of natural numbers itself has cardinality 'aleph-zero', written $\aleph_{0}$, which is not a natural number. We will take up the subject of infinite sets in more detail in Chapter 4

### 1.4 Subsets

When every member of a set $A$ is also a member of a set $B$ we call $A$ a subset of $B$. We denote such a relation between sets by $A \subseteq B$. Note that
$B$ may contain other members besides those of $A$, but this is not necessarily so. Thus the subset relation allows any set to be a subset of itself. If we want to exclude the case of a set being a subset of itself, the notion is called proper subset, and written as $A \subset B$. For the denial of the subset relation we put a slash across the subset symbol, e.g. $A \nsubseteq B$ means that $A$ is not a subset of $B$, hence that $A$ has at least one member which is not a member of $B$.

The following examples illustrate these concepts.
a) $\{a, b, c\} \subseteq\{s, b, a, e, g, i, c\}$
b) $\{a, b, j\} \nsubseteq\{s, b, a, e, g, i, c\}$
c) $\{a, b, c\} \subset\{s, b, a, e, g, i, c\}$
d) $\emptyset \subset\{a\}$
e) $\{a,\{a\}\} \subseteq\{a, b,\{a\}\}$
f) $\{\{a\}\} \nsubseteq\{a\}$
g) $\{a\} \nsubseteq\{\{a\}\}$, but $\{a\} \in\{\{a\}\}(!!)$

A curious consequence of the definition of subset is that the null set is a subset of every set. That is, for any set $A$ whatever, $\emptyset \subseteq A$. Since $\emptyset$ has no members, the statement that every member of $\emptyset$ is also a member of A holds, even if vacuously. Alternatively, we could reason as follows. How could $\emptyset$ fail to be a subset of $A$ ? According to the definition of subset, there would have to be some member in $\emptyset$ that is not also a member of $A$. This is impossible since $\emptyset$ has no members at all, and so we cannot maintain that $\emptyset \nsubseteq A$. Since the argument does not depend in any way on what particular set is represented by $A$, it is true that $\emptyset \subseteq A$ for every $A$

Note, however, that while $\emptyset \subseteq\{a\}$, for example $\{\emptyset\} \nsubseteq\{a\}$. The set $\{\emptyset\}$ has a member, namely $\emptyset$, and therefore is not the empty set It is not true that every member of $\{\emptyset\}$ is also a member of $\{a\}$, so $\{\emptyset\} \nsubseteq\{a\}$

Members of sets and subsets of sets both represent relationships of a part to a whole, but these relationships are quite different, and it is important not to confuse them. Subsets, as the name suggests, are always sets, whereas members may or may not be. Mars is a member of the set \{Earth, Venus, Mars\} but not a subset of it. The set containing Mars as its only member, \{Mars\}, is a subset of \{Earth, Venus, Mars\} because every member of the former is also a member of the latter. Further, whereas every set is a subset of itself, it is not clear whether a set can ever be a member of itself, as we saw above in the discussion of Russell's Paradox. Note how important it is here to distinguish between Mars, the planet, and \{Mars\},
the set.
Sets with sets as members provide the most opportunities for confusion. Consider, for example, the set $A=\{b,\{c\}\}$. The members of $A$ are $b$ and $\{c\}$. From the considerations in the preceding paragraph we see that $b \nsubseteq A$ and $\{b\} \subseteq A$. Similarly, $\{c\} \nsubseteq A$ because $c$ is not a member of $A$, and $\{\{c\}\} \subseteq A$ because every member of $\{\{c\}\}$, namely, $\{c\}$, is a member of $A$. The reader should also verify the following statements concerning this example: $\{b\} \notin A$; $c \notin A ;\{\{c\}\} \notin A ;\{b,\{c\}\} \subseteq A ;\{b,\{c\}\} \notin A ;\{\{b,\{c\}\}\} \nsubseteq A$.

Another difference between subsets and members has to do with our previous remarks about sets of sets. We have seen that if $b \in X$ and $X \in \mathcal{C}$, it does not necessarily follow that $b \in \mathcal{C}$ The element $b$ could be a member of $\mathcal{C}$, but if so this would be an accidental property of $\mathcal{C}$, not a necessary one With inclusion, however, if $A \subseteq B$ and $B \subseteq C$, it is necessarily true that $A \subseteq C$; that is, if every member of $A$ is also a member of $B$, and further if every member of $B$ is also a member of $C$, then it must be true that every member of $A$ is also a member of $C$. For example, $\{a\} \subseteq\{a, b\}$ and $\{a, b\} \subseteq\{a, b, c\}$ so it follows that $\{a\} \subseteq\{a, b, c\}$. On the other hand, $a \in\{a\}$ and $\{a\} \in\{\{a\}, b\}$, but $a \notin\{\{a\}, b\}$ (assuming of course that $a$ and $b$ are distinct)

### 1.5 Power sets

Sometimes we need to refer to the set whose members are all the subsets of a given set $A$. This set is called the power set of $A$, which we will write as $\wp(A)$. Suppose $A=\{a, b\}$; then the power set of $A, \wp(A)$, is $\{\{a\},\{b\},\{a, b\}, \emptyset\}$. The name 'power set' derives from the fact that if the cardinality of $A$ is some natural number $n$, then $\wp(A)$ has cardinality $2^{n}$, i.e., 2 raised to the $n$ power, or $2 \times 2 \times 2 \times \ldots \times 2(n$ times $)$. Sometimes the power set of $A$ is denoted as $2^{A}$.

### 1.6 Union and intersection

We now introduce two operations which take a pair of sets and produce another set.

The union of two sets $A$ and $B$, written $A \cup B$, is the set where members are just the objects which are members of $A$ or of $B$ or of both. In the predicate notation the definition is

## (1-17) $A \cup B=\operatorname{def}\{x \mid x \in A$ or $x \in B\}$

Note that the disjunction 'or' in (1-17) allows an object to be a member of both $A$ and $B$. For this reason, the 'or' is an inclusive disjunction; (see Chapter 6, section 2). For example,
(1-18) Let $K=\{a, b\}, L=\{c, d\}$ and $M=\{b, d\}$, then

| $K \cup L$ | $=\{a, b, c, d\}$ |  |
| :--- | :--- | :--- |
| $K \cup M$ | $=\{a, b, d\}$ |  |
| $L \cup M$ | $=\{b, c, d\}$ |  |
| $(K \cup L) \cup M$ | $=K \cup(L \cup M)=\{a, b, c, d\}$ |  |
| $K \cup \emptyset$ | $=\{a, b\}$ | $=K$ |
| $L \cup \emptyset$ | $=\{c, d\}$ | $=L$ |

Set-theoretic union can easily be generalized to apply to more than two sets, in which case we write the union sign in front of the set of sets to be operated on: eg. $\bigcup\{K, L, M\}=$ the set of all elements in $K$ or $L$ or $M=\{a, b, c, d\}$. There is a nice method for visually representing settheoretic operations, called Venn diagrams. Each set is drawn as a circle and its members are represented by points within it. The diagrams for two arbitrarily chosen sets are represented as partially intersecting - the most general case - as in Figure 1-1. The region designated ' 1 ' contains elements which are members of $A$ but not of $B$; region 2, those things in $B$ but not in $A$; and region 3, members of both $B$ and $A$. Points in region 4 outside the diagram represent elements in neither set. Of course in particular instances one or more of these regions might turn out to be empty.

The Venn diagram for the union of $A$ and $B$ is then made by delineating all the regions contained in this set - shown in Figure 1-2 by shading areas 1,2 , and 3 .

The second operation on arbitrary sets $A$ and $B$ produces a set whose members are just the members of both $A$ and $B$. This operation is called the intersection of $A$ and $B$, written as $A \cap B$. In predicate notation this operation would be defined as
(1-19) $A \cap B={ }_{\operatorname{def}}\{x \mid x \in A$ and $x \in B\}$
For example, the intersection of the sets $K$ and $M$ of (1-18) is simply the singleton $\{b\}$, since $b$ is the only object which is both a member of $K$ and a member of $M$. Here are some more examples:


Figure 1-1: Venn diagram of two arbitrary sets $A$ and $B$


Figure 1-2: Set-theoretic union $A \cup B$.

| $K \cap L$ | $=\emptyset$ |
| :--- | :--- |
| $L \cap M$ | $=\{d\}$ |
| $K \cap K$ | $=\{a, b\}$ |
| $K \cap \emptyset$ | $=\emptyset$ |
| $(K \cap L) \cap M$ | $=K \cap(L \cap M)=\emptyset$ |
| $K \cap(L \cup M)$ | $=\{b\}$ |

The general case of intersection of arbitrary sets $A$ and $B$ is represented by the Venn diagram of Figure 1-3


Figure 1-3: Set-theoretic intersection $A \cap B$

Intersection may also be generalized to apply to three or more sets; e.g., $\cap\{K, L, M\}=\emptyset$. The intersection of three arbitrary sets $A, B$ and $C$ is shown in the Venn diagram of Figure 1-4. Here the black area represents what is common to the regions for $A \cap B, B \cap C$ and $A \cap C$. Obviously when more than three sets are involved, the Venn diagrams become very complex and of little use, but for simple cases they are a valuable visual aid in understanding set-theoretic concepts.

Problem: Construct a Venn diagram for the union of three arbitrary sets.

### 1.7 Difference and complement

Another binary operation on arbitrary sets $A$ and $B$ is the difference, written $A-B$, which 'subtracts' from $A$ all objects which are in $B$. The predicate notation defines this operation as follows:


Figure 1-4: Venn diagram for $\bigcap\{A, B, C\}$ $(A \cap B, B \cap C$ and $A \cap C$ (shaded) and $\cap\{A, B, C\}$ (black))
(1-21) $A-B=\operatorname{def}\{x \mid x \in A$ and $x \notin B\}$
$A-B$ is also called the relative complement of $A$ and $B$. For instance for the particular sets $L$ and $M$, given in (1-18), $L-M=\{c\}$, since $c$ is the only member of $L$ which is not a member of $M$. If $A$ and $B$ have no members in common, then nothing is taken from $A$; i.e., $A-B=A$. Note that although for all sets $A, B: A \cup B=B \cup A$ and $A \cap B=B \cap A$, it is not generally true that $A-B=B-A$ If one thinks of difference as a kind of subtraction, the fact that the order of the sets matters in this case is quite natural.

The Venn diagram for the set-theoretic difference $A-B$ is shown in Figure 1-5.

Some more examples:
(1-22) $K-M=\{a\}$

$$
L-K=\{c, d\}=L
$$

$$
M-L=\{b\}
$$

$$
K-\emptyset=\{a, b\}=K
$$

$$
\emptyset-K=\emptyset
$$

This operation is to be distinguished from the complement of a set $A$,


Figure 1-5: Set-theoretic difference $A-B$.
written $A^{\prime}$, which is the set consisting of everything not in $A$. In predicate notation
$(1-23) \quad A^{\prime}=\operatorname{def}\{x \mid x \notin A\}$
Where do these objects come from which do not belong to A? The answer is that every statement involving sets is made against a background of assumed objects which comprise the universe (or domain) of discourse for that discussion. In talking about number theory, for example, the universe might be taken as the set of all positive and negative real numbers. A truly universal domain of discourse fixed once and for all, which would contain literally 'everything' out of which sets might be composed, is unfortunately impossible since it would contain paradoxical objects such as 'the set of all sets'. Therefore, the universe of discourse varies with the discussion, much as the interpretation of the English words 'everything' and 'everyone' tends to be implicitly restricted by the context of discourse When no other specified name has been given to the universe of discourse in a particular discussion, we conventionally use the symbol $U$ for it. When it is clear from the context or irrelevant to the discussion at hand, the universe of discourse may not be explicitly mentioned at all, but the operation of complement is not well-defined without it. The complement of a set $A$, then, is the set of all objects in the universe of discourse which are not in $A$, i.e.,
(1-24) $\quad A^{\prime}=U-A$
We see that in (1-23) the variable $x$ in the predicate notation is implicitly
understood to range over (i e, take its values from) the set- theoretic universe $U$ (and the same is true, incidentally, in (1-17) and (1-19)).

The Venn diagram with a shaded section for the complement of $A$ is shown in Figure 1-6.


Figure 1-6: The set-theoretic complement $A^{\prime}$

### 1.8 Set-theoretic equalities

There are a number of general laws pertaining to sets which follow from the foregoing definitions of union, intersection, subset, etc. A useful selection of these is shown in Figure 1-7, where they are grouped (generally in pairs - one for union, one for intersection) under their more or less traditional names. We are not yet in a position to offer formal proofs that these statements really do hold for any arbitrarily chosen sets $X, Y$, and $Z$ (we will take this up in Chapter 7, section 6), but for now we may perhaps try to convince ourselves of their truth by reflecting on the relevant definitions or constructing some Venn diagrams.

It is easy to see that for any set $X, X \cup X$ is the same as $X$, since everything which is in $X$ or in $X$ simply amounts to everything which is in $X$. And similarly for everything which is in $X$ and in $X$, so $X \cap X=X$.

Likewise, everything which is in $X$ or in $Y$ (or both) is the same as everything which is in $Y$ or in $X$ (or both); thus, $X \cup Y=Y \cup X$. The argument for intersection is similar.

1. Idempotent Laws
(a) $X \cup X=X$
(b) $X \cap X=X$
2. Commutative Laws
(a) $X \cup Y=Y \cup X$
(b) $X \cap Y=Y \cap X$
3. Associative Laws
(a) $(X \cup Y) \cup Z=X \cup(Y \cup Z)$
(b) $(X \cap Y) \cap Z=X \cap(Y \cap Z$
4. Distributive Laws
(a) $X \cup(Y \cap Z)=(X \cup Y) \cap(X \cup Z)$
(b) $X \cap(Y \cup Z)=(X \cap Y) \cup(X \cap Z)$
5. Identity Laws
(a) $X \cup \emptyset=X$
(c) $X \cap \emptyset=\emptyset$
(b) $X \cup U=U$
(d) $X \cap U=X$
6. Complement Laws
(a) $X \cup X^{\prime}=U$
(c) $X \cap X^{\prime}=\emptyset$
(b) $\left(X^{\prime}\right)^{\prime}=X$
(d) $X-Y=X \cap Y^{\prime}$
7. DeMorgan's Law
(a) $(X \cup Y)^{\prime}=X^{\prime} \cap Y^{\prime}$
(b) $(X \cap Y)^{\prime}=X^{\prime} \cup Y^{\prime}$
8. Consistency Principle
(a) $X \subseteq Y$ iff $X \cup Y=Y$
(b) $X \subseteq Y$ iff $X \cap Y=X$

Figure 1-7: Some fundamental set-theoretic equalities.

The Associative Laws state that the order in which we combine three sets by the operation of union does not matter, and the same is true if the operation is intersection To see that these hold, imagine the construction of the appropriate Venn diagrams. We have three intersecting circles labelled $X, Y$, and $Z$. We shade $X \cup Y$ first and then shade $Z$. The result is shading of the entire area inside the three circles, and this corresponds to $(X \cup Y) \cup Z$. Now we start over and shade $Y \cup Z$ first and then $X$. The result is the same.

The construction of the Venn diagrams to illustrate the Distributive Laws is somewhat trickier. In Figure 1-8 we show a Venn diagram for $X \cap(Y \cup Z)$. To make it more perspicuous, $X$ has been shaded with vertical lines and $Y \cup Z$ horizontally. The intersection of these two sets is then represented by the cross-hatched area. Figure 1-9 shows the corresponding diagram for $(X \cap Y) \cup(X \cap Z) \quad X \cap Y$ is shaded vertically and $X \cap Z$ horizontally; thus, the union is represented by the area shaded in either (or both) directions. The reader should now be able to construct the Venn diagram for case (a) of the Distributive Laws.


Figure 1-8: Venn diagram for $X \cap(Y \cup Z)$ ( $X$ shaded vertically, $Y \cup Z$ shaded horizontally, $X \cap(Y \cup Z)$ cross-hatched).

The Identity Laws are evident from the definitions of union, intersection, the null set, and the universal set. Everything which is in $X$ or in $\emptyset$ just amounts to everything which is in $X$, etc. The Complement Laws are likewise easily grasped from the definitions of complement with perhaps a look at


Figure 1-9: Venn diagram for

$$
\begin{gathered}
(X \cap Y) \cup(X \cap Z)(X \cap Y \text { shaded vertically, } \\
X \cap Z \text { shaded horizontally, } \\
(X \cap Y) \cup(X \cap Z) \text { the entire shaded area) }
\end{gathered}
$$

the Venn diagram in Figure 1-6. Case (d) becomes less baffling if we look at Figure 1-5 and consider the area corresponding to the intersection of $A$ with the complement of $B$.

DeMorgan's Laws are a symmetrical pair. Case (a): everything which is in neither $X$ nor $Y$ is the same as everything which is not in $X$ and not in $Y$. Case (b): everything which is not in both $X$ and $Y$ is either not in $X$ or not in $Y$ (or in neither). This case is less immediately evident, and a Venn diagram will help.

The Consistency Principle is so called because it is concerned with the mutual consistency of the definitions of union, intersection, and subset. If we think of a Venn diagram in which the circle for $X$ lies entirely inside the circle for $Y$ (representing $X \subseteq Y$ ), then it is easy to see that $X \cup Y=Y$. On the other hand, if we know that $X \cup Y=Y$, then in the standard Venn diagram the region corresponding to elements which are in $X$ but not in $Y$ must be empty (otherwise, the union would not be equal to $Y$ ). Thus, $X$ 's members lie entirely in the $Y$ circle; so $X \subseteq Y$. The (b) case is similar.

It may help in getting a grasp on some of these laws if one considers analogues from algebra. The operation of + (addition) and $*$ (multiplication) obey a commutative law:
(1-25) for all numbers $x, y, \quad x+y=y+x$ and $x * y=y * x$
and an associative law:
(1-26) for all numbers $x, y, z, \quad(x+y)+z=x+(y+z)$ and $(x * y) * z=$ $x *(y * z)$
but neither is idempotent: in general it is not true that $x+x=x$ nor that $x * x=x$ However, there is a distributive law relating $*$ and + as follows:
(1-27) for all numbers $x, y, z, \quad x *(y+z)=(x * y)+(x * z)$
but no such law holds if $*$ and + are interchanged; i.e., it is not in general true that $x+(y * z)=(x+y) *(x+z)$. (For example, let $x=1, y=2$, and $z=3$; then the left side is 7 and the right side is 12 )

Arithmetic analogues of the Identity Laws are $x+0=x, x * 0=0$, and $x * 1=x$ with 0 playing the role of the null set and 1 that of the universal set. (But this analogy, too, breaks down: $x+1$ does not equal 1.)

What we have seen then is that there is an algebra of sets which is in some respects analogous to the familiar algebra involving addition and multiplication but which has its own peculiar properties as well. We will encounter this structure once more when we take up the logic of statements in Chapter 6, and we will discover in Chapter 12 that both are instances of what is called a Boolean algebra

For the moment our concern is not with the structure of this algebra but rather to show how these equalities can be used in the manipulation of set-theoretic expressions. The idea is that in any set-theoretic expression a set may always be replaced by one equal to it. The result will then be an expression which denotes the same set as the original expression. For example, in $A \cap(B \cup C)^{\prime}$ we may replace $(B \cup C)^{\prime}$ by its equivalent, $B^{\prime} \cap C^{\prime}$ (citing DeMorgan's Laws), to obtain $A \cap\left(B^{\prime} \cap C^{\prime}\right)$. Since $(B \cup C)^{\prime}$ and $B^{\prime} \cap C^{\prime}$ have the same members, so do $A \cap(B \cup C)^{\prime}$ and $A \cap\left(B^{\prime} \cap C^{\prime}\right)$.

This technique can be used to simplify a complex set-theoretic expression, as in (1-28) below, or to demonstrate the truth of other statements about sets, as in (1-29) and (1-30). It is usually convenient to arrange such demonstrations as a vertical sequence in which each line is justified by reference to the law employed in deriving it from the preceding line.
(1-28) Example: Simplify the expression $(A \cup B) \cup(B \cap C)^{\prime}$

1. $(A \cup B) \cup(B \cap C)^{\prime}$
2. $(A \cup B) \cup\left(B^{\prime} \cup C^{\prime}\right) \quad$ DeM.
3. $A \cup\left(B \cup\left(B^{\prime} \cup C^{\prime}\right)\right)$

Assoc
4. $A \cup\left(\left(B \cup B^{\prime}\right) \cup C^{\prime}\right)$

Assoc.
5. $A \cup\left(U \cup C^{\prime}\right)$
6. $A \cup\left(C^{\prime} \cup U\right)$
7. $A \cup U$
8. $U$

Compl.
Comm
Ident
Ident
(1-29) Example: Show that $(A \cap B) \cap(A \cap C)^{\prime}=A \cap(B-C)$

1. $(A \cap B) \cap(A \cap C)^{\prime}$
2. $(A \cap B) \cap\left(A^{\prime} \cup C^{\prime}\right) \quad$ DeM
3. $A \cap\left(B \cap\left(A^{\prime} \cup C^{\prime}\right)\right)$ Assoc
4. $A \cap\left(\left(B \cap A^{\prime}\right) \cup\left(B \cap C^{\prime}\right)\right)$

Distr.
5. $\quad\left(A \cap\left(B \cap A^{\prime}\right)\right) \cup\left(A \cap\left(B \cap C^{\prime}\right)\right) \quad$ Distr.
6. $\left(A \cap\left(A^{\prime} \cap B\right)\right) \cup\left(A \cap\left(B \cap C^{\prime}\right)\right) \quad$ Comm.
7. $\left(\left(A \cap A^{\prime}\right) \cap B\right) \cup\left(A \cap\left(B \cap C^{\prime}\right)\right)$ Assoc.
8. $\quad(\emptyset \cap B) \cup\left(A \cap\left(B \cap C^{\prime}\right)\right)$
9. $(B \cap \emptyset) \cup\left(A \cap\left(B \cap C^{\prime}\right)\right)$
10. $\cup \cup\left(A \cap\left(B \cap C^{\prime}\right)\right)$
11. $\left(A \cap\left(B \cap C^{\prime}\right)\right) \cup \emptyset$
12. $A \cap\left(B \cap C^{\prime}\right)$
13. $A \cap(B-C)$

Compl.
Comm.
Ident
Comm
Ident.
Compl
(1-30) Example: Show that $X \cap Y \subseteq X \cup Y$.
By the Consistency Principle this expression is true iff $(X \cap Y) \cap(X \cup Y)=$ $X \cap Y$. We demonstrate the latter.

1. $(X \cap Y) \cap(X \cup Y)$
2. $\quad((X \cap Y) \cap X) \cup((X \cap Y) \cap Y)$
3. $(X \cap(X \cap Y)) \cup((X \cap Y) \cap Y)$
4. $\quad((X \cap X) \cap Y) \cup((X \cap Y) \cap Y)$
5. $\quad((X \cap X) \cap Y) \cup(X \cap(Y \cap Y))$
6. $(X \cap Y) \cup(X \cap Y)$
7. $X \cap Y$

Distr.
Comm.
Assoc.
Assoc.
Idemp. (twice)
Idemp.

Such arrays constitute formal proofs (of the fact that, in each of these cases, the set in the last line is equal to that in the first line) We will take up the topic of proofs in due course, but the reader who attempts such
derivations in the exercises will no doubt encounter a notoriously troublesome problem connected with proofs; namely, while it is relatively simple to verify that a given proof is correct, it may be very difficult to find the one one wants. So if presented with a problem such as (1-29), one might have to try many unsuccessful paths before finding one that leads to the desired final expression. A certain amount of cutting and trying is therefore to be expected

## Exercises

1. Given the following sets:

| $A$ | $=\{a, b, c, 2,3,4\}$ | $E$ | $=\{a, b,\{c\}\}$ |
| ---: | :--- | ---: | :--- |
| $B$ | $=\{a, b\}$ | $F$ | $=\emptyset$ |
| $C$ | $=\{c, 2\}$ | $G$ | $=\{\{a, b\},\{c, 2\}\}$ |
| $D$ | $=\{b, c\}$ |  |  |
| classify each of the following statements as true or false |  |  |  |


| (a) | $c \in A$ | (g) | $D \subseteq A$ | (m) |
| :--- | :--- | :--- | :--- | :--- |
| (b) | $c \in F$ | $B \subseteq G$ |  |  |
| (c) | $c \in E$ | (h) | $A \subseteq C$ | (i) |
| $D \subseteq E$ | (n) | $\{B\} \subseteq G$ |  |  |
| (d) | $\{c\} \in E$ | (j) | $F \subseteq A$ | (p) |
| (e) | $\{c\} \in C$ | (k) | $E \subseteq F$ | (q) |
| (f) | $B \subseteq A$ | (l) | $B \in G$ | (r) |
| (f | $\{\{c\}\} \subseteq E$ |  |  |  |

2. For any arbitrary set $S$,
(a) is $S$ a member of $\{S\}$ ?
(b) is $\{S\}$ a member of $\{S\}$ ?
(c) is $\{S\}$ a subset of $\{S\}$ ?
(d) what is the set whose only member is $\{S\}$ ?
3. Write a specification by rules and one by predicates for each of the following sets Remember that there is no order assumed in the list, so you cannot use words like 'the first' or 'the latter'. Recall also that a recursive rule may contain more than one if-then statement.
(a) $\{5,10,15,20, \ldots\}$
(b) $\{7,17,27,37, \ldots\}$
(c) $\{300,301,302, \ldots, 399,400\}$
(d) $\{3,4,7,8,11,12,15,16,19,20, \ldots\}$
(e) $\{0,2,-2,4,-4,6,-6, \ldots\}$
(f) $\{1,1 / 2,1 / 4,1 / 8,1 / 16, \ldots\}$
4. Consider the following sets:

$$
\begin{array}{ll}
S 1=\{\{\emptyset\},\{A\}, A\} & S 6=\emptyset \\
S 2=A & S 7=\{\emptyset\} \\
S 3=\{A\} & S 8=\{\{\emptyset\}\} \\
S 4=\{\{A\}\} & S 9=\{\emptyset,\{\emptyset\}\} \\
S 5=\{\{A\}, A\} &
\end{array}
$$

Answer the following questions Remember that the members of a set are the items separated by commas, if there is more than one, between the outermost braces only; a subset is formed by enclosing within braces zero or more of the members of a given set, separated by commas.
(a) Of the sets $S 1-S 9$ which are members of $S 1$ ?
(b) which are subsets of $S 1$ ?
(c) which are members of $S 9$ ?
(d) which are subsets of $S 9$ ?
(e) which are members of $S 4$ ?
(f) which are subsets of $S 4$ ?
5. Specify each of the following sets by listing its members:
(a) $\wp\{a, b, c\}$
(d) $\wp\{\emptyset\}$
(b) $\wp\{a\}$
(e) $\wp \wp\{a, b\}$
(c) $\wp \emptyset$
6. Given the sets $A, \ldots, G$ as in Exercise 1, list the members of each of the following:

| (a) | $B \cup C$ | (g) | $A \cap E$ | (m) | $B-A$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| (b) | $A \cup B$ | (h) | $C \cap D$ | (n) | $C-D$ |
| (c) | $D \cup E$ | (i) | $B \cap F$ | (o) | $E-F$ |
| (d) | $B \cup G$ | (j) | $C \cap E$ | (p) | $F-A$ |
| (e) | $D \cup F$ | (k) | $B \cap G$ | (q) | $G-B$ |
| (f) | $A \cap B$ | (l) | $A-B$ |  |  |

7. Given the sets in Exercise 1, assume that the universe of discourse is $\bigcup\{A, B, C, D, E, F, G\}$. List the members of the following sets:
(a) $(A \cap B) \cup C$
(h) $D^{\prime} \cap E^{\prime}$
(b) $A \cap(B \cup C)$
(i) $\quad F \cap(A-B)$
(c) $(B \cup C)-(C \cup D)$
(j) $(A \cap B) \cup U$
(d) $A \cap(C-D)$
(k) $(C \cup D) \cap U$
(e) $(A \cap C)-(A \cap D)$
(1) $C \cap D^{\prime}$
(f) $G^{\prime}$
(m) $G \cup F^{\prime}$
(g) $(D \cup E)^{\prime}$
(n) $(B \cap C)^{\prime}$
8. Let $A=\{a, b, c\}, B=\{c, d\}$ and $C=\{d, e, f\}$.
(a) What are:
(i) $A \cup B$
(ii) $A \cap B$
(iii) $A \cup(B \cap C)$
(iv) $C \cup A$
Is $a$ a member of $\{A, B\}$ ?
Is $a$ a member of $A \cup B$ ?
(v) $B \cup \emptyset$
(vi) $A \cap(B \cap C)$
(vii) $A-B$
(iv) $C \cup A$
(b) Is $a$ a member of $\{A, B\}$ ?
(c) Is $a$ a member of $A \cup B$ ?
9. Show by using the set-theoretic equalities in Figure 1-7 for any sets $A$, $B$, and $C$,
(a) $\left((A \cup C) \cap\left(B \cup C^{\prime}\right)\right) \subseteq(A \cup B)$
(b) $A \cap(B-A)=\emptyset$
10. Show that the Distributive Law 4(a) is true by constructing Venn diagrams for $X \cup(Y \cap Z)$ and $(X \cup Y) \cap(X \cup Z)$.
11. The symmetric difference of two sets $A$ and $B$, denoted $A+B$, is defined as the set whose members are in $A$ or in $B$ but not in both $A$ and $B$, i.e.

$$
A+B={ }_{\operatorname{def}}(A \cup B)-(A \cap B)
$$

(a) Draw the Venn diagram for the symmetric difference of two sets.
(b) Show that $A+B=(A-B) \cup(B-A)$ by means of the settheoretic equalities in Figure 1-7. Verify that the Venn diagram for $(A-B) \cup(B-A)$ is equivalent to that in (a).
(c) Show that for all sets $A$ and $B, A+B=B+A$.
(d) Express each of the following in terms of union, intersection, and complementation, and simplify using the set-theoretic equalities.
(i) $A+A$ (iv) $A+B$, where $A \subseteq B$
(ii) $A+U$ (v) $A+B$, where $A \cap B=\emptyset$
(iii) $A+\emptyset$
(e) Show that $((A-B)+(B-A))=A+B$
(f) Show that $(A+B) \subseteq B$ iff $A \subseteq B$
12. Call adjectives which are correctly predicated of themselves 'autolog. ical' and those which are not, 'heterological.' For example, 'English' and 'short' are autological, but 'French' and 'long' are heterologial. Show that when we ask whether the adjective 'heterological' is heterological or autological we are led to a contradiction like that in Russell's Paradox. This is known as Grelling's Paradox.

## Chapter 2

## Relations and Functions

### 2.1 Ordered pairs and Cartesian products

Recall that there is no order imposed on the members of a set. We can, however, use ordinary sets to define an ordered pair, written $\langle a, b\rangle$ for example, in which $a$ is considered the first member and $b$ is the second member of the pair. The definition is as follows:
$(2-1) \quad\langle a, b\rangle=\operatorname{def}\{\{a\},\{a, b\}\}$
The first member of $\langle a, b\rangle$ is taken to be the element which occurs in the singleton $\{a\}$, and the second member is the one which is a member of the other set $\{a, b\}$, but not of $\{a\}$. Now we have the necessary properties of an ordering since in general $\langle a, b\rangle \neq\langle b, a\rangle$. This is so because we have $\{\{a\},\{a, b\}\}=\{\{b\},\{a, b\}\}$ (that is, $\langle a, b\rangle=\langle b, a\rangle$ ), if and only if we have $a=b$. Of course, this definition can be extended to ordered triples and in general ordered $n$-tuples for any natural number $n$. Ordered triples are defined as
(2-2) $\langle a, b, c\rangle={ }_{\operatorname{def}}\langle\langle a, b\rangle, c\rangle$
It might have been intuitively simpler to start with ordered sets as an additional primitive, but mathematicians like to keep the number of primitive notions to a minimum.

If we have two sets $A$ and $B$, we can form ordered pairs from them by taking an element of $A$ as the first member of the pair and an element of $B$
as the second member. The Cartesian product of $A$ and $B$, written $A \times B$, is the set consisting of all such pairs. The predicate notation defines it as
(2-3) $A \times B={ }_{\operatorname{def}}\{\langle x, y\rangle \mid x \in A$ and $y \in B\}$
Note that according to the definition if either $A$ or $B$ is $\emptyset$, then $A \times B=\emptyset$. Here are some examples of Cartesian products:
(2-4) Let $K=\{a, b, c\}$ and $L=\{1,2\}$, then

$$
\begin{aligned}
& K \times L=\{\langle a, 1\rangle,\langle a, 2\rangle,\langle b, 1\rangle,\langle b, 2\rangle,\langle c, 1\rangle,\langle c, 2\rangle\} \\
& L \times K=\{\langle 1, a\rangle,\langle 2, a\rangle,\langle 1, b\rangle,\langle 2, b\rangle,\langle 1, c\rangle,\langle 2, c\rangle\} \\
& L \times L=\{\langle 1,1\rangle,\langle 1,2\rangle,\langle 2,1\rangle,\langle 2,2\rangle\}
\end{aligned}
$$

It is important to remember that the members of a Cartesian product are not ordered with respect to each other. Although each member is an ordered pair, the Cartesian product is itself an unordered set of them.

Given a set $M$ of ordered pairs it is sometimes of interest to determine the smallest Cartesian product of which $M$ is a subset. The smallest $A$ and $B$ such that $M \subseteq A \times B$ can be found by taking $A=\{a \mid\langle a, b\rangle \in M$ for some $b\}$ and $B=\{b \mid\langle a, b\rangle \in M$ for some $a\}$. These two sets are called the projections of $M$ onto the first and the second coordinates, respectively For example, if $M=\{\langle 1,1\rangle,\langle 1,2\rangle,\langle 3,2\rangle\}$, the set $\{1,3\}$ is the projection onto the first coordinate, and $\{1,2\}$ the projection onto the second coordinate. Thus $\{1,3\} \times\{1,2\}$ is the smallest Cartesian product of which $M$ is a subset.

### 2.2 Relations

We have a natural understanding of relations as the sort of things that hold or do not hold between objects. The relation 'mother of' holds between any mother and her children but not between the children themselves, for instance. Transitive verbs often denote relations; e.g., the verb 'kiss' can be regarded as denoting an abstract relation between pairs of objects such that the first kisses the second. The subset relation was defined above as a relation between sets. Objects in a set may be related to objects in the same or another set. We write $R a b$ or equivalently $a R b$ if the relation $R$ holds between objects $a$ and $b$. We also write $R \subseteq A \times B$ for a relation between objects from two sets $A$ and $B$, which we call a relation from $A$ to
$B$. A relation holding of objects from a single set $A$ is called a relation in $A$ The projection of $R$ onto the first coordinate is called the domain of $R$ and the projection of $R$ onto the second coordinate is called the range of $R$. A relation $R$ from $A$ to $B$ thus can be viewed as a subset of the Cartesian product $A \times B$. (There are unfortunately no generally accepted terms for the sets $A$ and $B$ of which the domain and the range are subsets) It is important to realize that this is a set-theoretic reduction of the relation $R$ to a set of ordered pairs, i.e $\{\langle a, b\rangle \mid a R b\}$. For example, the relation 'mother of' defined on the set $H$ of all human beings would be a set of ordered pairs in $H \times H$ such that in each pair the first member is mother of the second member. We may visually represent a relation $R$ between two sets $A$ and $B$ by arrows in a diagram displaying the members of both sets.


Figure 2-1: Relation $R: A \rightarrow B$.

In Figure 2-1, $A=\{a, b\}$ and $B=\{c, d, e\}$ and the arrows represent a set-theoretic relation $R=\{\langle a, d\rangle,\langle a, e\rangle,\langle b, c\rangle\}$. Note that a relation may relate one object in its domain to more than one object in its range. The complement of a relation $R \subseteq A \times B$, written $R^{\prime}$, is set-theoretically defined as
(2-5) $\quad R^{\prime}={ }_{d e f}(A \times B)-R$
Thus $R^{\prime}$ contains all ordered pairs of the Cartesian product which are not members of the relation $R$. Note that $\left(R^{\prime}\right)^{\prime}=R$. The inverse of a relation $R \subseteq A \times B$, written $R^{-1}$, has as its members all the ordered pairs in $R$, with their first and second elements reversed. For example, let $A=\{1,2,3\}$ and let $R \subseteq A \times A$ be $\{\langle 3,2\rangle,\langle 3,1\rangle,\langle 2,1\rangle\}$, which is the 'greater than' relation in $A$. The complement relation $R^{\prime}$ is $\{\langle 1,1\rangle,\langle 1,2\rangle,\langle 1,3\rangle,\langle 2,2\rangle,\langle 2,3\rangle,\langle 3,3\rangle\}$,
the 'less than or equal to' relation in $A$. The inverse of $R, R^{-1}$, is $\{\langle 2,3\rangle,\langle 1$, $3\rangle,\langle 1,2\rangle\}$, the 'less than' relation in $A$ Note that $\left(R^{-1}\right)^{-1}=R$, and that if $R \subseteq A \times B$, then $R^{-1} \subseteq B \times A$, but $R^{\prime} \subseteq A \times B$.

We have focused in this discussion on binary relations, i.e., sets of ordered pairs, but analogous remarks could be made about relations which are composed of ordered triples, quadruples, etc, i ie, ternary, quaternary, or just $n$-place relations.

### 2.3 Functions

A function is generally represented in set-theoretic terms as a special kind of relation. A relation $R$ from $A$ to $B$ is a function if and only if it meets both of the following conditions:

1. Each element in the domain is paired with just one element in the range.
2. The domain of $R$ is equal to $A$.

This amounts to saying that a subset of a Cartesian product $A \times B$ can be called a function just in case every member of $A$ occurs exactly once as a first coordinate in the ordered pairs of the set

As an example, consider the sets $A=\{a, b, c\}$ and $B=\{1,2,3,4\}$. The following relations from $A$ to $B$ are functions:
(2-6) $\quad P=\{\langle a, 1\rangle,\langle b, 2\rangle,\langle c, 3\rangle\}$
$Q=\{\langle a, 3\rangle,\langle b, 4\rangle,\langle c, 1\rangle\}$
$R=\{\langle a, 3\rangle,\langle b, 2\rangle,\langle c, 2\rangle\}$
The following relations from $A$ to $B$ are not functions:
(2-7) $\quad S=\{\langle a, 1\rangle,\langle b, 2\rangle\}$
$T=\{\langle a, 2\rangle,\langle b, 3\rangle,\langle a, 3\rangle,\langle c, 1\rangle\}$
$V=\{\langle a, 2\rangle,\langle a, 3\rangle,\langle b, 4\rangle\}$
$S$ fails to meet condition 2 because the set of first members, namely $\{a, b\}$, is not equal to $A . T$ does not satisfy condition 1 , since $a$ is paired with both 2 and 3 . In relation $V$ both conditions are violated.

Much of the terminology used in talking about functions is the same as that for relations. We say that a function that is a subset of $A \times B$ is a function from $A$ to $B$, while one in $A \times A$ is said to be a function in $A$. The notation ' $F: A \rightarrow B^{\prime}$ ' is used for ' $F$ is a function from $A$ to $B$ ' Elements in the domain of a function are sometimes called arguments and their correspondents in the range, values. Of function $P$ in (2-6), for example, one may say that it takes on the value 3 at argument $c$. The usual way to denote this fact is $P(c)=3$, with the name of the function preceding the argument, which is enclosed in parentheses, and the corresponding value to the right of the equal sign
'Transformation,' 'map,' 'mapping,' and 'correspondence' are commonly used synonyms for 'function,' and often ' $F(a)=2$ ' is read as ' $F$ maps $a$ into 2.' Such a statement gives a function the appearance of an active process that changes arguments into values. This view of functions is reinforced by the fact that in most of the functions commonly encountered in mathematics the pairing of arguments and values can be specified by a formula containing operations such as addition, multiplication, division, etc For example, $F(x)=2 x+1$ is a function which, when defined on the set of integers, pairs 1 with 3,2 with 5,3 with 7 , and so on. This can be thought of as a rule which says, "To find the value of $F$ at $x$, multiply $x$ by 2 and add 1 " Later in this book it may prove to be necessary to think of functions as dynamic processes transforming objects as their input into other objects as their output, but for the present, we adhere to the more static set-theoretic perspective. Thus, the function $F(x)=2 x+1$ will be regarded as a set of ordered pairs which could be defined in predicate notation as
(2-8) $F=\{\langle x, y\rangle \mid y=2 x+1\}$ (where $x$ and $y$ are integers)
Authors who regard functions as processes sometimes refer to the set of ordered pairs obtained by applying the process at each element of the domain as the graph of the function. The connection between this use of "graph" and a representation consisting of a line drawn in a coordinate system is not accidental

We should also note that relations which satisfy condition 1 above but perhaps fail condition 2 are sometimes regarded as functions, but if so, they are customarily designated as 'partial functions.' For example, the function which maps an ordered pair of real numbers $\langle a, b\rangle$ into the quotient of $a$ divided by $b$ (e.g., it maps $\langle 6,2\rangle$ into 3 and $\langle 5,2\rangle$ into 2.5 ) is not defined when $b=0$. But it is single-valued - each pair for which it is defined is
associated with a unique value - and thus it meets condition 1. Strictly speaking, by our definition it is not a function, but it could be called a partial function. A partial function is thus a total function on some subset of the domain. Henceforth, we will use the term 'function,' if required, to indicate a single-valued mapping whose domain may be less than the set $A$ containing the domain

It is sometimes useful to state specifically whether or not the range of a function from $A$ to $B$ is equal to the set $B$. Functions from $A$ to $B$ in general are said to be into $B$ If the range of the function equals $B$, however, then the function is onto $B$. (Thus onto functions are also into, but not necessarily conversely) In Figure 2-2 three functions are indicated by the same sort of diagrams we introduced previously for relations generally It should be apparent that functions $F$ and $G$ are onto but $H$ is not. All are of course into.


Figure 2-2: Illustration of onto and into functions.

A function $F: A \rightarrow B$ is called a one-to-one function just in case no member of $B$ is assigned to more than one member of $A$. Function $F$ in Figure 2-2 is one-to-one, but $G$ is not (since both $b$ and $c$ are mapped into 2 ), nor is $H$ (since $H(b)=H(c)=3$ ). The function $F$ defined in (2-8) is one-to-one since for each odd integer $y$ there is a unique integer $x$ such that $y=2 x+1$. Note that $F$ is not onto the set of integers since no even integer is the value of $F$ for any argument $x$. Functions which are not necessarily one-to-one may be termed many to one. Thus all functions are many-to-one strictly speaking, and some but not all of them are one-to-one. It is usual to apply the term "many-to-one", however, only to those functions which are not in fact one-to-one.

A function which is both one-to-one and onto ( $F$ in Figure 2-2 is an example) is called a one-to-one correspondence Such functions are of special
interest because their inverses are also functions (Note that the definitions of the inverse and the complement of a relation apply to functions as well ) The inverse of $G$ in Figure 2-2 is not a function since 2 is mapped into both $b$ and $c$, and in $H^{-1}$ the element 2 has no correspondent.

Problem: Is the inverse of function $F$ in (2-8) also a function? Is $F$ a one-to-one correspondence?

### 2.4 Composition

Given two functions $F: A \rightarrow B$ and $G: B \rightarrow C$, we may form a new function from $A$ to $C$, called the composite, or composition of $F$ and $G$, written $G \circ F$. In predicate notation function composition is defined as
(2-9) $G \circ F={ }_{\text {def }}\{\langle x, z\rangle \mid$ for some $y,\langle x, y\rangle \in F$ and $\langle y, z\rangle \in G\}$
Figure $2-3$ shows two functions $F$ and $G$ and their composition.


Figure 2-3: Composition of two functions $F$ and $G$.

Note that $F$ is into while $G$ is onto and that neither is one-to-one. This shows that compositions may be formed from functions that do not have these special properties. It could happen, however, that the range of the first function is disjoint from the domain of the second, in which case, there is no $y$ such that $\langle x, y\rangle \in F$ and $\langle y, z\rangle \in G$, and so the set of ordered pairs defined by $G \circ F$ is empty In Figure 2-3, $F$ is the first function and $G$ is the second in the composition. Order is crucial here, since in general $G \circ F$ is not equal to $F \circ G$ The notation $G \circ F$ may seem to read backwards, but the value of a function $F$ at an argument $a$ is $F(a)$, and the value of $G$ at the argument $F(a)$ is written $G(F(a))$. By the definition of composition, $G(F(a))$ and $(G \circ F)(a)$ produce the same value.

A function $F: A \rightarrow A$ such that $F=\{\langle x, x\rangle \mid x \in A\}$ is called the identity function, written $i d_{A}$. This function maps each element of $A$ to itself. Composition of a function $F$ with the appropriate identity function gives a function that is equal to the function $F$ itself. This is illustrated in Figure 2-4


$$
F \circ i d_{A}=F
$$

Figure 2-4: Composition with an identity function

Given a function $F: A \rightarrow B$ that is a one-to-one correspondence (thus the inverse is also a function), we have the following general equations:
$(2-10) \quad F^{-1} \circ F=i d_{A}$

$$
F \circ F^{-1}=i d_{B}
$$

These are illustrated in Figure 2-5.


Figure 2-5: Composition of one-to-one correspondence with its inverse.

The definition of composition need not be restricted to functions but can be applied to relations in general. Given relations $R \subseteq A \times B$ and $S \subseteq B \times C$ the composite of $R$ and $S$, written $S \circ R$, is the relation $\{\langle x, z\rangle \mid$ for some $y,\langle x, y\rangle \in R$ and $\langle y, z\rangle \in S\}$ An example is shown in Figure 2-6.

$R \subseteq A \times B$

$S \subseteq B \times C$

$S \circ R \subseteq A \times C$

Figure 2-6: Composition of two relations $R$ and $S$.

For any relation $R \subseteq A \times B$ we also have the following:
(2-11) $\quad i d_{B} \circ R=R$ $R \circ i d_{A}=R$
(Note that the identity function in $A, i d_{A}$, is of course a relation and could equally well be called the identity relation in $A$ )

The equations corresponding to (2-10) do not hold for relations (nor for functions which are not one-to-one correspondences) However, we have for any one-to-one relation $R: A \rightarrow B$ :
$(2-12) \quad R^{-1} \circ R \subseteq i d_{A}$ $R \circ R^{-1} \subseteq i d_{B}$

We should note here that our previous remarks about ternary, quaternary, etc relations can also be carried over to functions. A function may have as its domain a set of ordered $n$-tuples for any $n$, but each such $n$-tuple will be mapped into a unique value in the range. For example, there is a function mapping each pair of natural numbers into their sum.

## Exercises

1. Let $A=\{b, c\}$ and $B=\{2,3\}$
(a) Specify the following sets by listing their members.
(i) $A \times B$ (iv) $(A \cup B) \times B$
(ii) $B \times A \quad$ (v) $(A \cap B) \times B$
(iii) $A \times A$ (vi) $(A-B) \times(B-A)$
(b) Classify each statement as true or false.
(i) $(A \times B) \cup(B \times A)=\emptyset$
(ii) $(A \times A) \subseteq(A \times B)$
(iii) $\langle c, c\rangle \subseteq(A \times A)$
(iv) $\{\langle b, 3\rangle,\langle 3, b\rangle\} \subseteq(A \times B) \cup(B \times A)$
(v) $\emptyset \subseteq A \times A$
(vi) $\{\langle b, 2\rangle,\langle c, 3\rangle\}$ is a relation from $A$ to $B$
(vii) $\{\langle b, b\rangle\}$ is a relation in $A$
(c) Consider the following relation from $A$ to $(A \cup B)$ :
$R=\{\langle b, b\rangle,\langle b, 2\rangle,\langle c, 2\rangle,\langle c, 3\rangle\}$
(i) Specify the domain and range of $R$
(ii) Specify the complementary relation $R^{\prime}$ and the inverse $R^{-1}$
(iii) Is $\left(R^{\prime}\right)^{-1}$ (the inverse of the complement) equal to $\left(R^{-1}\right)^{\prime}$ (the complement of the inverse)?
2. Let $A=\{a, b, c\}$ and $B=\{1,2\}$. How many distinct relations are there from $A$ to $B$ ? How many of these are functions from $A$ to $B$ ? How many of the functions are onto? one-to-one? Do any of the functions have inverses that are functions? Answer the same questions for all relations from $B$ to $A$.
3. Let

$$
\begin{gathered}
R_{1}=\{\langle 1,1\rangle,\langle 2,1\rangle,\langle 3,4\rangle,\langle 2,2\rangle,\langle 3,3\rangle,\langle 4,4\rangle,\langle 4,1\rangle\} \\
R_{2}=\{\langle 3,4\rangle,\langle 1,2\rangle,\langle 1,4\rangle,\langle 2,3\rangle,\langle 2,4\rangle,\langle 1,3\rangle\}
\end{gathered}
$$

(both relations in $A$, where $A=\{1,2,3,4\}$ )
(a) Form the composites $R_{2} \circ R_{1}$ and $R_{1} \circ R_{2}$. Are they equal?
(b) Show that $R_{1}^{-1} \circ R_{1} \neq i d_{A}$ and that $R_{2}^{-1} \circ R_{2} \nsubseteq i d_{A}$.
4. For the functions $F$ and $G$ in Figure 2-3:
(a) show that $(G \circ F)^{-1}=F^{-1} \circ G^{-1}$
(b) Show that the corresponding equation holds for relations $R$ and $S$ in Figure 2-6.

## Chapter 3

## Properties of Relations

### 3.1 Reflexivity, symmetry, transitivity, and connectedness

Certain properties of binary relations are so frequently encountered that it is useful to have names for them. The properties we shall consider are reflexivity, symmetry, transitivity, and connectedness. All these apply only to relations in a set, i.e., in $A \times A$ for example, not to relations from $A$ to $B$, where $B \neq A$.

## Reflexivity

Given a set $A$ and a relation $R$ in $A, R$ is reflexive if and only if all the ordered pairs of the form $\langle x, x\rangle$ are in $R$ for every $x$ in $A$.

As an example, take the set $A=\{1,2,3\}$ and the relation $R_{1}=\{\langle 1,1\rangle$, $\langle 2,2\rangle,\langle 3,3\rangle,\langle 3,1\rangle\}$ in $A . R_{1}$ is reflexive because it contains the ordered pairs $\langle 1,1\rangle,\langle 2,2\rangle$, and $\langle 3,3\rangle$. The relation $R_{2}=\{\langle 1,1\rangle,\langle 2,2\rangle\}$ is nonreflexive since it lacks the ordered pair $\langle 3,3\rangle$ and thus fails to meet the definitional requirement that it contains the ordered pair $\langle x, x\rangle$ for every $x$ in $A$. Another way to state the definition of reflexivity is to say that a relation $R$ in $A$ is reflexive if and only if $i d_{A}$, the identity relation in $A$, is a subset of $R$. The relation 'has the same birthday as' in the set of human beings is reflexive.

A relation which fails to be reflexive is called nonreflexive, but if it contains no ordered pair $\langle x, x\rangle$ with identical first and second members, it is said to be irreflexive. $R_{3}=\{\langle 1,2\rangle,\langle 3,2\rangle\}$ is an example of an irrefiexive relation in $A$. Irreflexivity is a stronger condition than nonreflexivity since
every irreflexive relation is nonreflexive but not conversely. The relation 'is taller than' in the set of human beings is irrefiexive (therefore also nonreflexive), while the relation 'is a financial supporter of' is nonreflexive (but not irreflexive, since some people are financially self-supporting) Note that a relation $R$ in $A$ is nonreflexive if and only if $i d_{A} \nsubseteq R$; it is irreflexive if and only if $R \cap i d_{A}=\emptyset$.

## Symmetry

Given a set $A$ and a binary relation $R$ in $A, R$ is symmetric if and only if for every ordered pair $\langle x, y\rangle$ in $R$, the pair $\langle y, x\rangle$ is also in $R$. It is important to note that this definition does not require every ordered pair of $A \times A$ to be in $R$. Rather for a relation $R$ to be symmetric it must always be the case that if an ordered pair is in $R$, then the pair with the members reversed is also in $R$.

Here are some examples of symmetric relations in $\{1,2,3\}$ :

$$
\begin{array}{ll}
(3-1) & \{\langle 1,2\rangle,\langle 2,1\rangle,\langle 3,2\rangle,\langle 2,3\rangle\} \\
& \{\langle 1,3\rangle,\langle 3,1\rangle\} \\
& \{\langle 2,2\rangle\}
\end{array}
$$

$\{\langle 2,2\rangle\}$ is a symmetric relation because for every ordered pair in it, i.e., $\langle 2,2\rangle$, it is true that the ordered pair with the first and second members reversed, i.e., $\langle 2,2\rangle$, is in the relation. Another example of a symmetric relation is 'is a cousin of' on the set of human beings. If for some $\langle x, y\rangle$ in $R$, the pair $\langle y, x\rangle$ is not in $R$ then $R$ is nonsymmetric. The relation 'is a sister of' on the set of human beings is nonsymmetric (since the second member may be male. It is, however, a symmetric relation defined on the set of human females).

The following relations in $\{1,2,3\}$ are nonsymmetric:
$(3-2) \quad\{\langle 2,3\rangle,\langle 1,2\rangle\}$

$$
\{\langle 3,3\rangle,\langle 1,3\rangle\}
$$

$$
\{\langle 1,2\rangle,\langle 2,1\rangle,\langle 2,2\rangle,\langle 1,1\rangle,\langle 2,3\rangle\}
$$

If it is never the case that for any $\langle x, y\rangle$ in $R$, the pair $\langle y, x\rangle$ is in $R$, then the relation is called asymmetric. The relation 'is older than' is asymmetric on the set of human beings. Note that an asymmetric relation must be irreflexive (because nothing in the asymmetry definition requires $\boldsymbol{x}$ and $y$ to be distinct). The following are examples of asymmetric relations in $\{1,2,3\}$ :
(3-3) $\quad\{\langle 2,3\rangle,\langle 1,2\rangle\}$

$$
\begin{aligned}
& \{\langle 1,3\rangle,\langle 2,3\rangle,\langle 1,2\rangle\} \\
& \{\langle 3,2\rangle\}
\end{aligned}
$$

A relation is anti-symmetric if whenever both $\langle x, y\rangle$ and $\langle y, x\rangle$ are in $R$, then $x=y$. This definition says only that if both $\langle x, y\rangle$ and $\langle y, x\rangle$ are in $R$, then $x$ and $y$ are identical; it does not require $\langle x, x\rangle \in R$ for all $x \in A$. In other words, the relation need not be reflexive in order to be anti-symmetric.

The following relations in $\{1,2,3\}$ are anti-symmetric.
(3-4) $\quad\{\langle 2,3\rangle,\langle 1,1\rangle\}$
$\{\langle 1,1\rangle,\langle 2,2\rangle\}$
$\{\langle 1,2\rangle,\langle 2,3\rangle\}$

## Transitivity

A relation $R$ is transitive if and only if for all ordered pairs $\langle x, y\rangle$ and $\langle y, z\rangle$ in $R$, the pair $\langle x, z\rangle$ is also in $R$

Because there is no necessity for $x, y$, and $z$ all to be distinct, the following relation meets the definition of transitivity,
where $x=y=z=2$.
The relation given in (3-6) is not transitive,
(3-6) $\quad\{\langle 2,3\rangle,\langle 3,2\rangle,\langle 2,2\rangle\}$
because $\langle 3,2\rangle$ and $\langle 2,3\rangle$ are members, but $\langle 3,3\rangle$ is not,
Here are some more examples of transitive relations:

$$
\begin{array}{ll}
(3-7) & \{\langle 1,2\rangle,\langle 2,3\rangle,\langle 1,3\rangle\} \\
& \{\langle 1,2\rangle,\langle 2,1\rangle,\langle 1,1\rangle,\langle 2,2\rangle\} \\
& \{\langle 1,2\rangle,\langle 2,3\rangle,\langle 1,3\rangle,\langle 3,2\rangle,\langle 2,1\rangle,\langle 3,1\rangle,\langle 1,1\rangle,\langle 2,2\rangle,\langle 3,3\rangle\}
\end{array}
$$

The relation 'is an ancestor of' is transitive in the set of human beings. If a relation fails to meet the definition of transitivity, it is nontransitive. If for no pairs $\langle x, y\rangle$ and $\langle y, z\rangle$ in $R$, the ordered pair $\langle x, z\rangle$ is in $R$, then the relation is intransitive. For example, the relation 'is the mother of' in the set of human beings is intransitive.

Relation (3-6) is nontransitive, as are the following two:

$$
\begin{align*}
& \{\langle 1,2\rangle,\langle 2,3\rangle\}  \tag{3-8}\\
& \{\langle 1,2\rangle,\langle 2,3\rangle,\langle 1,3\rangle,\langle 3,1\rangle\}
\end{align*}
$$

The first of these relations is also intransitive, as are the following relations:
(3-9) $\{\langle 3,1\rangle,\langle 1,2\rangle,\langle 2,3\rangle\}$

$$
\{\langle 3,2\rangle,\langle 1,3\rangle\}
$$

## Connectedness

A relation $R$ in $A$ is connected (or connex) if and only if for every two distinct elements $x$ and $y$ in $A,\langle x, y\rangle \in R$ or $\langle y, x\rangle \in R$ (or both).

Note that the definition of connectedness refers, as does the definition of reflexivity, to all the members of the set $A$. Further, the pairs $\langle x, y\rangle$ and $\langle y, x\rangle$ mentioned in the definition are explicitly specified as containing nonidentical first and second members. Pairs of the form $\langle\boldsymbol{x}, \boldsymbol{x}\rangle$ are not prohibited in a connected relation, but they are irrelevant in determining connectedness.

The following relations in $\{1,2,3\}$ are connected:

$$
\begin{array}{ll}
(3-10) & \{\langle 1,2\rangle,\langle 3,1\rangle,\langle 3,2\rangle\} \\
& \{\langle 1,1\rangle,\langle 2,3\rangle,\langle 1,2\rangle,\langle 3,1\rangle,\langle 2,2\rangle\}
\end{array}
$$

The following relations in $\{1,2,3\}$, which fail the definition, are nonconnected.
$(3-11) \quad\{\langle 1,2\rangle,\langle 2,3\rangle\}$

$$
\{\langle 1,3\rangle,\langle 3,1\rangle,\langle 2,2\rangle,\langle 3,2\rangle\}
$$

It may be useful at this point to give some examples of relations specified by predicates and to consider their properties of reflexivity, symmetry, transitivity, and connectedness
(3-12) Example: $R_{f}$ is the relation 'is father of' in the set $H$ of all human beings. $R_{f}$ is irreflexive (no one is his own father); asymmetric (if $x$ is $y$ 's father, then it is never true that $y$ is $x$ 's father); intransitive (if $x$ is $y$ 's father and $y$ is $z$ 's father, then $x$ is $z$ 's grandfather but not $z$ 's father); and nonconnected (there are distinct individuals $x$ and $y$ in $H$ such that neither ' $x$ is the father of $y$ ' nor ' $y$ is the father of $x^{\prime}$ is true)
(3-13) Example: $R$ is the relation 'greater than' defined in the set $Z=$ $\{1,2,3,4, \ldots\}$ of all the positive integers $Z$ contains an infinite number of members and so does $R$, but we are able to determine the relevant properties of $R$ from our knowledge of the properties of numbers in general $R$ is irreflexive (no number is greater than itself); asymmetric (if $x>y$, then $y \ngtr x$; transitive (if $x>y$ and $y>z$, then $x>z$ ), and connected (for every distinct pair of integers $x$ and $y$, either $x>y$ or $y>x$.
(3-14) Example: $R_{a}$ is the relation defined by ' $x$ is the same age as $y$,' in the set $H$ of all living human beings $R_{a}$ is reflexive (everyone is the same age as himself or herself); symmetric (if $x$ is the same age as $y$, then $y$ is the same age as $x$ ); transitive (if $x$ and $y$ are the same age and so are $y$ and $z$, then $x$ is the same age as $z$ ); and nonconnected (there are distinct individuals in $H$ who are not of the same age).

### 3.2 Diagrams of relations

It may be helpful in assimilating the notions of reflexivity, symmetry and $t_{r}$ ansitivity to represent them in relational diagrams. The members of the relevant set are represented by labeled points (the particular spatial arrangement of them is irrelevant). If $x$ is related to $y$, i.e. $\langle x, y\rangle \in R$, an arrow connects the corresponding points. For example,


Figure 3-1: Relational diagram

Figure 3-1 represents the relation

$$
R=\{\langle 1,2\rangle,\langle 2,1\rangle,\langle 2,2\rangle,\langle 1,1\rangle,\langle 2,3\rangle,\langle 3,3\rangle\}
$$

It is apparent from the diagram that the relation is reflexive, since every point bears a loop. The relation is nonsymmetric since 3 is not related to 2
whereas 2 is related to 3 . It cannot be called asymmetric or antisymmetric, however, since 1 is related to 2 and 2 is related to 1 . It is nontransitive since 1 is related to 2 and 2 is related to 3 , but there is no direct arrow from 1 to 3. The relation cannot be intransitive because of the presence of pairs such as $\langle 1,1\rangle$.

If a relation is connected, every pair of distinct points in its diagram will be directly joined by an arrow. We see that $R$ is no connected since there is not direct connection between 1 and 3 in Figure 3-1.

### 3.3 Properties of inverses and complements

Given that a relation $R$ has certain properties of reflexivity, symmetry, transitivity or connectedness, one can often make general statements about the question whether these properties are preserved when the inverse $R^{-1}$ or complement $R^{\prime}$ of that relation is formed.

For example, take a reflexive relation $R$ in $A$. By the definition of reflexive relations, for every $x \in A,\langle x, x\rangle \in R$. Since $R^{-1}$ has all the ordered pairs of $R$, but with the first and second members reversed, then every pair $\langle x, x\rangle$ is also in $R^{-1}$. So the inverse of $R$ is reflexive also. The complement $R^{\prime}$ contains all ordered pairs in $A \times A$ that are not in $R$. Since $R$ contains every pair of the form $\langle\boldsymbol{x}, \boldsymbol{x}\rangle$ for any $x \in A, R^{\prime}$ contains none of them. The complement relation is therefore irreflexive

As another example, take a symmetric relation $R$ in $A$. Does its complement have this property? Let's assume that the complement $R^{\prime}$ is not symmetric, and see what we can derive from that assumption If $R^{\prime}$ is not symmetric, then there is some $\langle x, y\rangle \in R^{\prime}$ such that $\langle y, x\rangle \notin R^{\prime}$, by the definition of a nonsymmetric relation. Since $\langle y, x\rangle \notin R^{\prime},\langle y, x\rangle$ must be in the complement of $R^{\prime}$, which is $R$ itself. Because $R$ is symmetric, $\langle x, y\rangle$ must also be in $R$. But one and the same ordered pair $\langle x, y\rangle$ cannot be both in $R$ and in its complement $R^{\prime}$, so the assumption that the complement $R^{\prime}$ is not symmetric leads to an absurd conclusion. That means that the assumption cannot be true and the complement $R^{\prime}$ must be symmetric after all. If $R$ is a symmetric relation in $A$, then the complement $R^{\prime}$ is symmetric and vice versa (the latter follows from essentially the same reasoning with $R^{\prime}$ substituted for $R$ ). This mode of reasoning is an instance of what is called a reductio ad absurdum proof in logic. It is characterized by making an assumption which leads to a necessarily false conclusion; you may then conclude that
the negation of that assumption is true. In Chapter 6 we will introduce rules of inference which will allow such arguments to be made completely precise.

For sake of easy reference the table in Figure 3-2 presents a summary of properties of relations and those of their inverses and complements These can all be proved on the basis of the definitions of the concepts and the laws of set theory. Since we have not yet introduced a formal notion of proof, we will not offer proofs here, but it is a good exercise to convince yourself of the facts by trying out a few examples, reasoning informally along the lines illustrated above.

| $R$ (not $\emptyset$ ) | $R^{-1}$ | $R^{\prime}$ |
| :--- | :--- | :--- |
| reflexive | reflexive | irreflexive |
| irreflexive | irreflexive | reflexive |
| symmetric | symmetric $\left(R^{-1}=R\right)$ | symmetric |
| asymmetric | asymmetric | non-symmetric |
| antisymmetric | antisymmetric | depends on $R$ |
| transitive | transitive | depends on $R$ |
| intransitive | intransitive | depends on $R$ |
| connected | connected | depends on $R$ |

Figure 3-2: Preservation of properties of a relation in its inverse and its complement.

### 3.4 Equivalence relations and partitions

An especially important class of relations are the equivalence relations. They are relations which are reflexive, symmetric and transitive. Equality is the most familiar example of an equivalence relation. Other examples are 'has the same hair color as', and 'is the same age as'. The use of equivalence relations on a domain serves primarily to structure a domain into subsets whose members are regarded as equivalent with respect to that relation.

For every equivalence relation there is a natural way to divide the set on which it is defined into mutually exclusive (disjoint) subsets which are called equivalence classes. We write $\llbracket x \rrbracket$ for the set of all $y$ such that $\langle x, y\rangle \in R$.

Thus, when $R$ is an equivalence relation, $\llbracket x \rrbracket$ is the equivalence class which contains $x$ The relation 'is the same age as' divides the set of people into age groups, i.e, sets of people of the same age Every pair of distinct equivalence classes is disjoint, because each person, having only one age, belongs to exactly one equivalence class. This is so even when somebody is 120 years old, and is the only person of that age, consequently occupying an equivalence class all by himself. By dividing a set into mutually exclusive and collectively exhaustive nonempty subsets we effect what is called a partitioning of that set.

Given a non-empty set $A$, a partition of $A$ is a collection of non-empty subsets of $A$ such that (1) for any two distinct subsets $X$ and $Y, X \cap Y=\emptyset$ and (2) the union of all the subsets in the collection equals $A$ The notion of a partition is not defined for an empty set The subsets that are members of a partition are called cells of that partition.

For example, let $A=\{a, b, c, d, e\}$. Then, $P=\{\{a, c\},\{b, e\},\{d\}\}$ is a partition of $A$ because every pair of cells is disjoint: $\{a, c\} \cap\{b, e\}=\emptyset$, $\{b, e\} \cap\{d\}=\emptyset$, and $\{a, c\} \cap\{d\}=\emptyset$; and the union of all the cells equals $A: \bigcup\{\{a, c\},\{b, e\},\{d\}\}=A$

The following three sets are also partitions of $A$ :
(3-15) $\quad P_{1}=\{\{a, c, d\},\{b, e\}\}$

$$
\begin{aligned}
& P_{2}=\{\{a\},\{b\},\{c\},\{d\},\{e\}\} \\
& P_{3}=\{\{a, b, c, d, e\}\}
\end{aligned}
$$

$P_{3}$ is the trivial partition of $A$ into only one set. Note however that the definition of a partition is satisfied.

The following two sets are not partitions of $A$ :

$$
\begin{align*}
& C=\{\{a, b, c\},\{b, d\},\{e\}\}  \tag{3-16}\\
& D=\{\{a\},\{b, e\},\{c\}\}
\end{align*}
$$

$C$ fails the definition because $\{a, b, c\} \cap\{b, d\} \neq \emptyset$ and $D$ because $\bigcup\{\{a\}$, $\{b, e\},\{c\}\} \neq A$

There is a close correspondence between partitions and equivalence relations. Given a partition of set $A$, the relation $R=\{\langle x, y\rangle \mid x$ and $y$ are in the same cell of the partition\} is an equivalence relation. Conversely, given a reflexive, symmetric, and transitive relation $R$ in $A$, there exists a partition of $A$ in which $x$ and $y$ are in the same cell if and only if $x$ and $y$ are telated by
$R$. The equivalence classes specified by $R$ are just the cells of the partition. An equivalence relation in $A$ is sometimes said to induce a partition of $A$.

As an example, consider the set $A=\{1,2,3,4,5\}$ and the equivalence relation

$$
\begin{align*}
R=\{ & \{1,1\rangle,\langle 1,3\rangle,\langle 3,1\rangle,\langle 3,3\rangle,\langle 2,2\rangle,\langle 2,4\rangle,\langle 4,2\rangle,\langle 4,5\rangle,  \tag{3-17}\\
& \langle 4,4\rangle,\langle 5,2\rangle,\langle 5,4\rangle,\langle 5,5\rangle,\langle 2,5\rangle\}
\end{align*}
$$

which the reader can verify to be reflexive, symmetric, and transitive. In this relation 1 and 3 are related among themselves in all possible ways, as are 2,4 , and 5 , but no members of the first group are related to any member of the second group. Therefore, $R$ defines the equivalence classes $\{1,3\}$ and $\{2,4,5\}$, and the corresponding partition induced on $A$ is
$(3-18) \quad P_{R}=\{\{1,3\},\{2,4,5\}\}$
Given a partition such as
$(3-19) \quad Q=\{\{1,2\},\{3,5\},\{4\}\}$
the relation $R_{Q}$ consisting of all ordered pairs $\langle x, y\rangle$ such that $x$ and $y$ are in the same cell of the partition is as follows:
(3-20) $\quad R_{Q}=\{\langle 1,1\rangle,\langle 1,2\rangle,\langle 2,1\rangle,\langle 2,2\rangle,\langle 3,3\rangle,\langle 3,5\rangle,\langle 5,3\rangle,\langle 5,5\rangle,\langle 4,4$
$R_{Q}$ is seen to be reflexive, symmetric, and transitive, and it is thus an equivalence relation.

Another example is the equivalence relation 'is on the same continent as' on the set $A=\{$ France, Chile, Nigeria, Ecuador, Luxembourg, Zambia, Ghana, San Marino, Uruguay, Kenya, Hungary \} It partitions $A$ into three equivalence classes: (1) $A_{1}=\{$ France, Luxembourg, San Marino, Hungary $\}$, (2) $A_{2}=\{$ Chile, Ecuador, Uruguay $\}$ and (3) $A_{3}=\{$ Nigeria, Zambia, Ghana, Kenya\}.

### 3.5 Orderings

An order is a binary relation which is transitive and in addition either (i) reflexive and antisymmetric or else (ii) irreflexive and asymmetric. The former are weak orders; the latter are strict (or strong).

To illustrate, let $A=\{a, b, c, d\}$. The following are all weak orders in $A$ :

$$
\begin{align*}
R_{1}= & \{\langle a, b\rangle,\langle a, c\rangle,\langle a, d\rangle,\langle b, c\rangle,\langle a, a\rangle,\langle b, b\rangle,\langle c, c\rangle,\langle d, d\rangle\}  \tag{3-21}\\
R_{2}= & \{\langle b, a\rangle,\langle b, b\rangle,\langle a, a\rangle,\langle c, c\rangle,\langle d, d\rangle,\langle c, b\rangle,\langle c, a\rangle\} \\
R_{3}= & \{\langle d, c\rangle,\langle d, b\rangle,\langle d, a\rangle,\langle c, b\rangle,\langle c, a\rangle,\langle a, a\rangle,\langle b, b\rangle,\langle c, c\rangle, \\
& \langle d, d\rangle,\langle b, a\rangle\}
\end{align*}
$$

These are represented in Figure 3-3 as relational diagrams, from which it can be verified that each is indeed reflexive, antisymmetric, and transitive

$R_{1}$

$\leftrightarrow d$
$R_{2}$

$R_{3}$

Figure 3-3:
Diagrams of the weak orders in (3-21),

To these weak orders there correspond the strict orders $S_{1}, S_{2}$ and $S_{3}$, respectively:

$$
\begin{align*}
& S_{1}=\{\langle a, b\rangle,\langle a, c\rangle,\langle a, d\rangle,\langle b, c\rangle\}  \tag{3-22}\\
& S_{2}=\{\langle b, a\rangle,\langle c, b\rangle,\langle c, a\rangle\} \\
& S_{3}=\{\langle d, c\rangle,\langle d, b\rangle,\langle d, a\rangle,\langle c, b\rangle,\langle c, a\rangle,\langle b, a\rangle\}
\end{align*}
$$

These can be gotten from the weak orders by removing all the ordered pairs of the form $\langle x, x\rangle$. Conversely, one can make a strict order into a weak order by adding the pairs of the form $\langle x, x\rangle$ for every $x$ in $A$.

As another example of an order, consider any collection of sets $C$ and a relation $R$ in $C$ defined by $R=\{\langle X, Y\rangle \mid X \subseteq Y\}$ We have already noted in effect (Chapter 1, section 4) that the subset relation is transitive and reflexive. It is also antisymmetric, since for any sets $X$ and $Y$, if $X \subseteq Y$ and $Y \subseteq X$, then $X=Y$ (this will be proved in Chapter 7). The corresponding strict order is the 'proper subset of' relation in $C$.


Figure 3-4:
Diagrams of the strict orders in (3-22)

Further, we saw in Example (3-13) that the relation $R$ 'greater than' in the set of positive integers is irreflexive, asymmetric and transitive. It is therefore a strict order. (Problem: What relation defines the corresponding weak order?)

Some terminology: if $R$ is an order, either weak or strict, and $\langle x, y\rangle \in R$, we say that $x$ precedes $y, x$ is a predecessor of $y, y$ succeeds (or follows) $x$, or $y$ is a successor of $x$, these being equivalent locutions. If $x$ precedes $y$ and $x \neq y$, then we say that $x$ immediately precedes $y$ or $x$ is an immediate predecessor of $y$, etc., just in case there is no element $z$ distinct from both $x$ and $y$ such that $x$ precedes $z$ and $z$ precedes $y$. In other words, there is no other element between $x$ and $y$ in the order. Note that no element can be said to immediately precede itself since $x$ and $y$ in the definition must be distinct.

In $R_{1}$ and $S_{1}$ in (3-21) and (3-22), $b$ is between $a$ and $c$; therefore, although $a$ precedes $c, a$ is not an immediate predecessor of $c . \operatorname{In} R_{2}$ and $S_{2}$, $c$ is an immediate predecessor of $b$, and $b$ is an immediate predecessor of $a$.

In diagramming orders it is usually simpler and more perspicuous to connect pairs of elements by arrows only if one is an immediate predecessor of the other. The remaining connection can be inferred from the fact that the relation is transitive. In order to distinguish weak from strict orders, however, it is necessary to include the 'reflexive' loops in weak orders. Diagrammed in this way, the orders in (3-21) would appear as in Figure 3-5. The diagrams of the corresponding strict orders would be identical except for the absence of the loops on each element.

There is also a useful set of terms for elements which stand at the ex-


Figure 3-5: Immediate predecessor diagrams
of the orders in (3-21)
tremes of an order. Given an order $R$ in a set $A$,

1. an element $x$ in $A$ is minimal if and only if there is no other element in $A$ which precedes $x$ (examples: $a$ in $R_{1}$ and $S_{1} ; c$ and $d$ in $R_{2}$ and $S_{2} ; d$ in $R_{3}$ and $S_{3}$ )
2. an element $x$ in $A$ is least if and only if $x$ precedes every other element in $A$ (examples: $a$ in $R_{1}$ and $S_{1} ; d$ in $R_{3}$ and $S_{3}$ )
3. an element $x$ in $A$ is maximal if and only if there is no other element in $A$ which follows $x$ (examples: $c$ and $d$ in $R_{1}$ and $S_{1} ; a$ and $d$ in $R_{2}$ and $S_{2} ; a$ in $R_{3}$ and $S_{3}$ )
4. an element $x$ in $A$ is greatest if and only if $x$ follows every other element in $A$ (examples: $a$ in $R_{3}$ and $S_{3}$ ).

Note that $a$ in $R_{1}$ and $S_{1}$ is both a minimal and a least element, while $c$ and $d$ in these same orders are both maximal but not greatest ( $c$ does not follow $d$, for example). Element $d$ in $R_{2}$ and $S_{2}$ is both minimal and maximal but neither greatest nor least. The order defined by $R$ in Example (3-13) has 1 as a maximal and greatest element (it follows all other elements and has no successors) but there is no minimal or least element in the order. Observe here that the form 'greatest' as used technically about orders need not coincide with the notions 'greater than ' or 'greatest' in the realm of numbers.

A least element, if there is one in an order, is unique (if there were two, each would have to precede the other, and this would violate either
asymmetry or antisymmetry), and similarly for a greatest element. There may be more than one minimal element, however (e.g., $c$ and $d$ in $R_{2}$ and $S_{2}$ above), and more than one maximal element An order might have none of these; the relation 'greater than' in the set of all positive and negative integers and zero, $\{0,1,-1,2,-1, \ldots\}$ has no maximal, minimal, greatest or least elements.

If an order, strict or weak, is also connected, then it is said to be a total or linear order Examples are $R_{3}$ and $S_{3}$ above and the relation $R$ of Example (3-13). Their immediate predecessor diagrams show the elements arranged in a single chain. Order $R_{1}$ is not total since $d$ and $c$ are not related, for example. Often orders in general are called partial orders or partially ordered sets. The terminology is unfortunate, since it then happens that some partial orders are total, but it is well established nonetheless, and we will sometimes use it in the remainder of this book.

Finally, we mention some other frequently encountered notions pertaining to orders $A$ set $A$ is said to be well-ordered by a relation $R$ if $R$ is a total order and, further, every subset of $A$ has a least element in the ordering relation. The set of natural numbers $\mathbf{N}=\{0,1,2,3, \ldots\}$ is well-ordered by the 'is less than' relation (it is a total order, and every subset of $\mathbf{N}$ will have a least element when ordered by this relation). The set of integers $Z=\{0,1,-1,2,-2, \ldots\}$, on the other hand, is not well-ordered by that relation, since the negative integers get smaller 'ad infinitum'. Note that every finite linearly ordered set must be well-ordered

A relation $R$ in $A$ is dense if for every $\langle x, y\rangle \in R, x \neq y$, there exists a member $z \in A, x \neq z$ and $y \neq z$, such that $\langle x, z\rangle \in R$ and $\langle z, y\rangle \in R$ Density is an important property of the real numbers which we can think of as all the points lying on a horizontal line of infinite extent. The relation 'is greater than' is not dense on the natural numbers, but it is dense on the real numbers.

## Exercises

1. (a) Determine the properties of the following relations on the set of all people. In each case, make the strongest possible statement, e.g. call a relation irreflexive whenever possible rather than nonreflexive
(i) is a child of
(ii) is a brother of
(iii) is a descendant of
(iv) is an uncle of (assuming that one may marry one's aunt or uncle)
(b) Which of your answers would be changed if these relations were defined in the set of all male human beings?
2. Investigate the properties of each of the following relations If any one is an equivalence relation, indicate the partition it induces on the appropriate set. (If you do not know the concepts, try to find some reasonable assumptions, state them explicitly, and do the exercise based on those).
(a) $M=\{\langle x, y\rangle \mid x$ and $y$ are a minimal pair of utterances of English $\}$
(b) $C=\{\langle x, y\rangle \mid x$ and $y$ are phones of English in complementary distribution $\}$
(c) $F=\{\langle x, y\rangle \mid x$ and $y$ are phones of English in free variation $\}$
(d) $A=\{\langle\boldsymbol{x}, y\rangle \mid x$ and $y$ are allophones of the same English phoneme $\}$
(e) $Q$ is the relation defined by ' $X$ is a set having the same number of members as $Y$ ' in some appropriate collection of sets.
3. Let $A=\{1,2,3,4\}$.
(a) Determine the properties of each of the following relations, its inverse and its complement. If any of the relations happens to be an equivalence relation, show the partition that is induced on $A$.

$$
\begin{aligned}
& R_{1}=\{\langle 1,1\rangle,\langle 2,1\rangle,\langle 3,4\rangle,\langle 2,2\rangle,\langle 3,3\rangle,\langle 4,4\rangle,\langle 4,1\rangle\} \\
& R_{2}=\{\langle 3,4\rangle,\langle 1,2\rangle,\langle 1,4\rangle,\langle 2,3\rangle,\langle 2,4\rangle,\langle 1,3\rangle\} \\
& R_{3}=\{\langle 2,4\rangle,\langle 3,1\rangle,\langle 3,4\rangle,\langle 2,2\rangle,\langle 1,3\rangle,\langle 4,3\rangle,\langle 4,2\rangle\} \\
& R_{4}=\{\langle 1,1\rangle,\langle 2,4\rangle,\langle 1,3\rangle,\langle 2,2\rangle,\langle 3,1\rangle,\langle 4,4\rangle,\langle 3,3\rangle,\langle 4,2\rangle\}
\end{aligned}
$$

(b) Give the equivalence relation that induces the following partition on $A: P=\{\{1\},\{2,3\},\{4\}\}$.
(c) How many distinct partitions of $A$ are possible?
4. What is wrong with the following reasoning that reflexivity is a consequence of symmetry and transitivity? (Birkhof \& MacLane (1965)) If $\langle x, y\rangle \in R$, then $\langle y, x\rangle \in R$, since we assume $R$ is symmetric. If both $\langle x, y\rangle$ and $\langle y, x\rangle$ are in $R$, then $\langle x, x\rangle$ must be in $R$ by transitivity.
5. Let $A=\{1,2,3,5,6,10,15,30\}$ and let $R$ be a relation in $A$ defined as follows:

$$
R=\{\langle x, y\rangle \mid x \text { divides } y \text { without remainder }\}
$$

(a) List the members of $R$, and show that it is a weak partial order but not a total order.
(b) Construct an immediate predecessor diagram for this order and identify any maximal, minimal, greatest, and least elements.
(c) Do the same for the set $\wp(B)$, where $B=\{a, b, c\}$, and the relation 'is a subset of'.


## Chapter 4

## Infinities

In the preceding chapters we have occasionally dealt with sets, such as the set of positive integers, which we intuitively regard as infinite. We now want to examine the concept of infinity in more detail.

Some initially plausible approaches to the problem of characterizing infinity are not satisfactory. A definition employing the terms 'never-ending' or 'impossible, in principle, to list exhaustively,' for example, would be defective, since these expressions are themselves no clearer than the term 'infinite' that is to be explicated. What is needed is a definition that makes use of set-theoretic concepts already at hand and that accords with our intuitions about what sets should be regarded as infinite. Since an infinite set is in some sense "larger" than any finite set, we start by defining what it means for two sets to be of equal or unequal size.

### 4.1 Equivalent sets and cardinality

We say that two sets $A$ and $B$ have the same number of members, or are equivalent, if and only if there exists a one-to-one correspondence between them. Since a one-to-one correspondence is a function that is one-to-one and onto, every member of $A$ is paired with exactly one member of $B$, and vice versa. In such a situation it would certainly be reasonable to say that the sets are of equal size. We denote the equivalence of $A$ and $B$ by $A \sim B$

The terms equal and equivalent must not be confused. Equal sets have the same members while equivalent sets have the same number of members. Equal sets, are therefore, necessarily equivalent but the converse is, in general, not true. Further, nothing is said in the definition of equivalence about
the exact nature of the one-to-one correspondence between the sets - only that one exists.

For the case of finite sets this definition of equivalence leads to the expected conclusion. A set with just four distinct members, for example, can be put into one-to-one correspondence with any other set having exactly four distinct members, but not with any set with more or fewer members. The relation of equivalence of sets is, as the name implies, an equivalence relation with the property that all of the sets with the same number of members are put into the same equivalence class. To each equivalence class we can assign a number, called the cardinal number, denoting the size of each set in the class. For finite sets, the cardinal numbers correspond exactly to the natural numbers. Thus a set $A$ with just four members is said to have a cardinality of 4 , written $|A|=4$, as we indicated in Chapter 1 .

In the case of infinite sets something rather surprising happens. Consider, for example, the set of positive integers $P$, the set $E$ of positive even integers (without zero), and the function $F$ from $P$ to $E$ that maps every integer $x$ into $2 x$ as indicated in Figure 4-1.


Figure 4-1: A one-to-one mapping from the positive integers to the positive even integers.

Every positive integer can be multiplied by 2 to give as a unique value a positive even integer. This shows that $F$ is a function whose range is in $E$. The function $F$ is one-to-one because for any integers $x$ and $y$, if $2 x=2 y$, then $x=y$ Further $F$ is onto, since every member of $E$ can be represented as $2 x$, for some positive integer $x$. Thus, $F$ is a one-to-one correspondence, and $P$ and $E$, being equivalent sets, have the same number of members. This result is surprising in view of the fact that $E$ is a proper subset of $P$ ( 3 , for example, is in $P$ but not in $E$ ). We are accustomed to thinking of a set as
being "larger" than any of its proper subsets, but if we adopt the notion of equivalence as the criterion for equal size of sets, then we are inescapably led to conclude that sometimes a set and a proper subset of that set may have the same number of members. If, on the other hand, we were to say that a set is always "larger" than a proper subset of itself, we would have to accept the puzzling consequence that sets of different size can be put into one-toone correspondence. Either way the situation seems paradoxical When we examine the sets that exhibit this unusual behavior, however, we find that they are just the ones that we would intuitively call infinite. Accordingly, we define an infinite set in the following way:

Definition 4.1 A set is infinite iff it is equivalent to a proper subset of itself.
(4-1) Example: The set of natural numbers $\mathbf{N}=\{0,1,2,3, \ldots\}$ is infinite. Consider the set $P=\{1,2,3,4, \ldots\}$, which is a proper subset of $\mathbf{N}$ and establish the mapping indicated in Figure $4-2$ in which each natural number $n$ is carried into $n+1$. To each member of $\mathbf{N}$ there corresponds a unique member of $P$, and vice versa. Therefore, $G$ is a one-to-one correspondence, and $P \sim \mathbf{N}$.


Figure 4-2: Mapping showing that the set $\mathbf{N}$ is equivalent to a proper subset of itself
(4-2) Example: The set of all (finite) strings $A^{*}$ on the alphabet $\{a, b\}$ is infinite. Take as a proper subset of $A^{*}$ the set $B=$ $\{b, b a, b b, b a a, b a b, b b a,$.$\} i e, all strings in A^{*}$ beginning with $b$. The mapping $h$ shown in Figure 4-3 is a one-to-one correspondence because for every string $x$ in $A^{*}$ there is a unique string $b \boldsymbol{x}$ in $B$, and vice versa ( $e$ is the empty string of zero length).


Figure 4-3: A one-to-one mapping of $\{a, b\}^{*}$ onto a proper subset of itself.

It should be easy to see that no finite set can be equivalent to one of its proper subsets (take, for example, the set $\{a, b, c\}$ and any of its proper subsets). One point about the definition of infinite sets sometimes causes confusion: Only the existence of at least one equivalent proper subset is required. The definition does not say that an infinite set is equivalent to every proper subset of itself, a condition that in fact could never be met. For example, $\mathbf{N}$ is not equivalent to its proper subset $\{0,3,18\}$.

### 4.2 Denumerability of sets

We have said that we can associate with each finite set a natural number that represents its cardinality, and that sets with the same cardinality form an equivalence class. Equivalent infinite sets can also be grouped into equivalence classes, all members of which have the same cardinality, but there is
no positive integer that can be associated uniquely with such an equivalence class as its cardinal number. This follows from the fact that every integer is the cardinal number of a class of finite sets, and no infinite set can be equivalent to a finite set, since no one-to-one correspondence between them is possible. Nonetheless, it is convenient to have symbols denoting the cardinality of infinite sets; the one conventionally adopted as the cardinal number of the set of natural numbers (and all sets equivalent to it) is $\aleph_{0}$ (aleph null or aleph zero). It must be emphasized as we have said, that $\aleph_{0}$ is not a natural number, i.e., not a member of the set $\mathbf{N}=\{0,1,2,3, \ldots\}$ Each natural number has a corresponding cardinal number, but there are cardinal numbers, eg $\aleph_{0}$ that correspond to no natural number A cardinal number can be regarded as an answer to a question about the number of members in a set If we ask 'How many natural numbers are there?' or 'How many positive integers are there?', the answer is the cardinal number $\aleph_{0}$

By definition, a set with cardinality $\aleph_{0}$, i.e., one that is equivalent to the set of natural numbers, is called denumerable or denumerably infinite or countably infinite. A set that is either finite or denumerably infinite is called countable. We have already seen that the set of positive even integers ( $E$ in Figure 4-1) is denumerable Here are some other examples:
(4-3) Example: The set of integers, including zero, $\mathbf{Z}=$ $\{0,+1,-1,+2,-2,+3,-3, \ldots\}$, is denumerably infinite One possible one-to-one correspondence with $\mathbf{N}$ is


The function $F: \mathbf{Z} \rightarrow \mathbf{N}$ is defined by

$$
F(x)= \begin{cases}0 & \text { when } x=0 \\ 2 x-1 & \text { when } x \text { is positive } \\ -2 x & \text { when } x \text { is negative }\end{cases}
$$

That $F$ is indeed a one-to-one correspondence can be seen by noting that positive numbers in $Z$ correspond to odd numbers in $\mathbf{N}$, and negative numbers in $\mathbf{Z}$ correspond to even numbers in $\mathbf{N}$ (with 0 corresponding to 0 ).
(4-4) Example: The set of reciprocals of the natural numbers without zero $S=\left\{\frac{1}{1}, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \frac{1}{6}, \ldots\right\}$ is denumerably infinite, as shown by the following one-to-one correspondence with N :

(4-5) Example: The set of odd positive integers $F=\{1,3,5,7,9, \ldots\}$ is denumerably infinite. One possible one-to-one correspondence with N is


We have seen that the set of positive integers $P$, the set of even positive integers $E$, and the set of odd integers $F$ all have the same cardinality. Since $P=E \cup F$ one might have supposed that $P$ would have more members than either $E$ or $F$, but this is not the case Thus, the union of two infinite sets is not necessarily a set with greater cardinality.

Are there sets larger than the set of positive integers? One that might intuitively seem so is the set of ordered pairs in the Cartesian product $\mathbf{N} \times \mathbf{N}$. When the pairs are listed in the order indicated by the arrow in Figure 44, however, we find that the following one-to-one correspondence between $\mathbf{N} \times \mathbf{N}$ and $\mathbf{N}$ can be established, although in this case it is somewhat more difficult to prove that the correspondence is actually one-to-one.

One would also tend to think that there are more rational numbers than natural numbers, since there are an infinite number of rational numbers between any two natural numbers (recall that a rational number is one which can be represented as the ratio of two integers $x / y$ where $y \neq 0$ ). However, a one-to-one correspondence can be established, proving that the sets are actually of the same cardinality.

To set up a correspondence, we write down the positive rational numbers in an array of the following form:


Figure 4-4: An enumeration of the members of $\mathbf{N} \times \mathbf{N}$


Figure 4-5: A one-to-one correspondence between $\mathbf{N} \times \mathbf{N}$ and $\mathbf{N}$.
$1 / 1,2 / 1,3 / 1,4 / 1,5 / 1,6 / 1$,
$1 / 2,2 / 2,3 / 2,4 / 2,5 / 2$,
$1 / 3,2 / 3,3 / 3,4 / 3,$.
$1 / 4,2 / 4,3 / 4, \ldots$
$1 / 5,2 / 5, \ldots$
$1 / 6, \ldots$.

We first set up a correspondence between the elements of this array and the positive integers as follows: starting in the upper left-hand corner, count down the successive diagonals from the top row to the leftmost column. The first few terms of this correspondence are: $1 / 1$ to $1,2 / 1$ to $2,1 / 2$ to $3,3 / 1$ to
$4,2 / 2$ to $5,1 / 3$ to $6,4 / 1$ to $7, \ldots$, etc. This is similar to the enumeration we gave in Figure 4-4. Next we pair the negative rationals with negative integers and 0 with 0 to give a complete correspondence between the integers and the rationals We then make use of the established correpondence between the natural numbers and the integers to obtain a correspondence between the natural numbers and the rationals. (The rational numbers will each have been written down more than once by this procedure; e.g., $1 / 2$ will also appear as $2 / 4,3 / 6$, etc But having shown a one-to-one correspondence between this larger set and the natural numbers, it is easy enough to go through the list striking out each occurrence of a rational number which has already appeared in another form, moving the succeeding terms higher up in the list to fill in the gaps ) Putting the members of a set in a one-toone correspondence with the natural numbers by means of some well-defined procedure such as this one is sometimes called effectively listing the members of that set.

### 4.3 Nondenumerable sets

Not only is there a procedure for effectively listing the ordered pairs of integers, one can also effectively list the ordered triples, quadruples, etc., $i$ ie., the set of $n$-tuples for any given $n$. (Problem.: Give a systematic method for listing the ordered triples of integers as a linear sequence.) Thus, a set with cardinal number greater than $\aleph_{0}$ will not be found by taking successive Cartesian products of $\mathbf{N}$. At one time it was suppposed that there were no sets with cardinality greater than $\aleph_{0}$, but Georg Cantor (1845-1918), the mathematician who developed a large part of the theory of sets, proved that for any set $A$, the power set of $A$ always has greater cardinality than $A$. Thus, the power set of $\mathbf{N}$ will have cardinality greater than $\mathbf{N}$

Theorem 4.1 (Cantor): For any set $A,|A|<|\wp(A)|$

Proof: There is a function from $\wp(A)$ to $A$ that maps every set containing just one element into that element in $A$, and maps all the other sets into some fixed element of $A$ This function is onto since every member of $A$ has at least one correspondent in $\wp(A)$. Thus $|A|<|\wp(A)|$ or $|A|=|\wp(A)|$, i.e, $\wp(A)$ is at least as large as $A$. We next show that there is no one-to-one and onto function $F$ from $A$ to $\wp(A)$, and thus that the sets cannot be equivalent Assume that there is such an $F: A \rightarrow \wp(A)$ Then every member of $A$ is
mapped onto some subset of $A$. In general, some members of $A$ will be mapped into a subset of which they are also members, and some will not. In the example in Fig 4-6, 0 and 2 are each mapped by $F$ into a set which


Figure 4-6: Illustration of an alleged one-to-one correspondence between a set and its power set.
has that element as a member, but 1 and 3 are not Now form the set $B$ by taking every member of $A$ that is mapped into a subset not containing that member. That is, $B=\{x \in A \mid x \notin F(x)\} . B$ is some subset of $A$ and is therefore one of the members of $\wp(A)$ By hypothesis, $F$ is onto, so there is at least one member of $A$ that is mapped into $B$. Call this member $y$. Now we ask whether $y$ is in $B$ or not.

1. if $y \in B$ then it is not a member of the set it is mapped into, $B$. Thus if $y \in B$ then $y \notin B$. Contradiction!
2. if $y \notin B$ then it is one of those elements not in the set it is mapped into, so by definition it must be in $B$. So if $y \notin B$, then $y \in B$. Contradiction again!

This two-fold contradiction, which is reminiscent of Russell's Paradox (see Chapter 1 2), shows that the assumption that $F$ is one-to-one and onto is false. Therefore it cannot be the case that $|A|=|\wp(A)|$, so we conclude that $|A|<|\wp(A)|$ A corollary of this important theorem is that there is a cardinal number greater than aleph-zero, which is commonly called $2^{\aleph_{0}}$, by analogy with the finite cardinals, where the power set of a set with $n$ members has $2^{n}$
members $2^{\mathcal{K}_{0}}$ does not denote an integer or any other real number, however, since raising 2 to the power $\aleph_{0}$ is not a meaningful arithmetic operation.

Forming the power set of $\wp(\mathbf{N})$ leads to a cardinal number $2^{2^{\alpha_{0}}}$ that is larger than $2^{\aleph_{0}} ; \wp(\wp(\wp(N)))$ has cardinality $2^{2^{2^{\alpha_{0}}}}$, and so on. Cantor's Theorem thus yields an infinite sequence of ever greater infinite cardinal numbers: $\aleph_{0}<2^{\aleph_{0}}<2^{2^{\aleph_{0}}}<$

Another example of a nondenumerable set is the set of all real numbers between 0 and 1 (including 0 and 1 themselves), which we denote $[0,1]$. The real numbers consist of (1) the integers, (2) the other rational numbers and (3) the irrational numbers such as $\sqrt{5}, \pi, \frac{1}{3} \sqrt[3]{2}$, etc., which are not expressible as the ratio of two integers. In number theory it is proved that all real numbers, whether rational or irrational, can be written as an integer (possibly 0 ) followed by an infinitely long decimal fraction to the right of the decimal point The fraction $\frac{1}{3}$, for example, can be written as $03333333 \ldots$, where the ellipsis indicates that the sequence of 3 's is infinite. Fractions such as $\frac{1}{2}$ can be represented as 0.5 or 0.50 or 0.500 , etc, or else as the infinite repeating decimal 0.499999 ... Proof of this last statement would require an excursus into geometric series, but it can be made at least more plausible by considering the following: $\frac{1}{9}=011111 \ldots ; 1=9\left(\frac{1}{9}\right)=9(0.11111 \ldots)=$ 0.99999 ... The decimal fraction of an irrational number is also infinitely long, but unlike a rational number it does not have repeating digit sequences.

Cantor's proof of the nondenumerability of $[0,1]$ begins with the assumption that every number in this set is uniquely represented by a sequence composed of 0 and an infinitely long decimal fraction. To assure that this representation is unique for each member of the set, we also take every rational number that might be written with an infinite string of 0 's, e.g., $05000 \ldots$, in the form having an infinite string of 9 's, eg., $0.4999 \ldots$ We now make the assumption that is to be proved false, namely, that the set $[0,1]$ is denumerable. If so, then its members can be put into a linear sequence with a first member, etc., and this sequence will contain every member of $[0,1]$ In Figure 4-7, this sequence $x_{1}, x_{2}, x_{3}, \ldots, x_{n}, \ldots$, is indicated as running vertically down the page with the decimal representation of each $x_{i}$ to the right of the equals sign. The $a$ 's are the individual digits in each decimal fraction; $a_{13}$, for example, is the third digit in the decimal part of the first number in the sequence.

We now show that there is a number $y$ in the set $[0,1]$ that is not in the sequence $x_{1}, x_{2}, x_{3}, \ldots, x_{n}, \ldots$ This number has the following characteristics: the integer part is 0 ; the first decimal digit, $a_{y 1}$, is different from

$$
\begin{gathered}
x_{1}=0 a_{11} a_{12} a_{13} \cdots a_{1 n} \\
x_{2}=0 . a_{21} a_{22} a_{23} \cdot a_{2 n} . \\
x_{3}=0 . a_{31} a_{32} a_{33} \\
\vdots \\
\vdots \\
\vdots \\
x_{n}=
\end{gathered} a_{3 n} .
$$

Figure 4-7: Putative enumeration of $[0,1]$
$a_{11}$; its second decimal digit, $a_{y 2}$; is different from $a_{22}$; and in general the $n^{\text {th }}$ decimal digit $a_{y n}$ is different from $a_{n n}$. Therefore, $y$ cannot be equal to $x_{1}$ because they differ in the first decimal place (and we have agreed that each number has a unique representation in the array); likewise, $y$ cannot be equal to $x_{2}$ because they differ in the second decimal place; and in general, $y$ cannot equal any number $x_{n}$ in the array because it differs from $y$ in (at least) the $n t h$ decimal place. Yet $y$ is a number between 0 and 1 because it is of the form $y=0 a_{y 1} a_{y 2} a_{y 3} \cdots a_{y n} \cdots$. Thus, our assumption that the elements of $[0,1]$ can be put into a linear sequence cannot be maintained, and the set is nondenumerable. This particular form of reductio ad absurdum, the so-called diagonal argument ( $y$ is constructed to be distinct from the integer $0 a_{11} a_{22} a_{33} \cdots a_{n n} \cdots$ on the diagonal of the square array), is encountered frequently in proofs involving infinite sets.

This proves that the cardinality of the set $[0,1]$ is greater than $\aleph_{0}$ but does not determine just what it is. Cantor was able to show (by a proof we will not reproduce here) that $[0,1]$ is equivalent to the power set of the integers, and thus its cardinal number is $2^{\aleph_{0}}$. Other sets with this cardinality are the set of all real numbers, the set of all points on a line (of whatever length), the set of all points on a plane, the set of all points in $n$-dimensional space (for any finite $n$ ), and the set of all subsets of the integers.

A problem that remained unsolved for many years was whether there are any infinite cardinal numbers other than $\aleph_{0}, 2^{\aleph_{0}}, 2^{2^{\alpha_{0}}}$, etc. Is there, for example, a cardinal number $\beta$ such that $\aleph_{0}<\beta<2^{\kappa_{0}}$ or, to put it another way, is there a set intermediate in size between $\mathbf{N}$ and $\wp(\mathbf{N})$ ? The conjecture that the answer to this question was negative is known as the Continuum Hypothesis. It was not until 1963 that the matter was finally resolved (an event sufficiently newsworthy that it was reported in the New York Times (Nov. 14, 1963, p. 37)), when P.J. Cohen showed that the

Continuum Hypothesis can be neither proved nor disproved on the basis of the usual assumptions about set theory The Continuum Hypothesis is therefore independent, and either it or its negation could be added to set theory without being redundant or creating a contradiction.

The following examples further illustrate the diagonal method and some other methods of showing that a set has cardinality greater than $\aleph_{0}$.
(1) The set of all real numbers $x, 0 \leq x<1$, written in binary notation. The diagonal method can be applied to this set exactly as to the set of real numbers between 0 and 1 in decimal notation. Since every digit is either a 0 or a 1 , one simply sets $y_{n n}=1$ if $a_{n n}=0$, and $y_{n n}=0$ if $a_{n n}=1$. The only reason for giving special mention to the binary notation case is that it is often easier to relate other sets to the real numbers in binary notation than to the real numbers in decimal notation
(2) The set of all subsets of the set of natural numbers, i.e, $\wp(\mathbf{N})$. For this example, we will use a method which is not overtly "diagonal", although it is closely related. (We already know from Theorem 4-1 that this set has cardinality greater than $\aleph_{0}$; we use the example to illustrate a method of proof.)

Assume that $\wp(\mathbf{N})$ has the same cardinality as the natural numbers, i.e. $\aleph_{0}$ Then it would be possible to list all the members of $\wp(\mathbf{N})$, i.e all the subsets of $\mathbf{N}$, in some linear order, as $S_{0}, S_{1}, S_{2}, \ldots$. Suppose that we had a complete list of this sort. We could then construct a new subset of $\mathbf{N}$, to be called $S^{*}$, as follows:

Let the natural number 0 be a member of $S^{*}$ if and only if 0 is not a member of $S_{0}$

Let $1 \in S^{*}$ if and only if $1 \notin S_{1}$.
Let $2 \in S^{*}$ if and only if $2 \notin S_{2}$
In general, let $n \notin S^{*}$ if and only if $n \notin S_{n}$.

Then $S^{*}$ is a set of natural numbers, ie, a subset of $\mathbf{N}$, which is different from each subset in the list by at least one member. If $n \in S_{n}$ for all $n$, then $S_{0}=\emptyset$, and $\emptyset$ was not in the list Therefore the list could not have been complete after all, and the cardinality of $\wp(\mathbf{N})$ must be greater than $\aleph_{0}$
(3) The set of all languages on a finite alphabet. Given an alphabet $V=\left\{a_{0}, a_{1}, a_{2}, \ldots a_{n}\right\}$, define a sentence on $V$ to be any finite string of
elements of $V$ (allowing repetitions). Define a language on $V$ to be any set of sentences on $V$.

As a preliminary step, we will show that the set of all sentences on $V$ has cardinality $\aleph_{0}$, by showing how the sentences can be listed in a single linear list We will list first all the 1 -symbol sentences, and then all the 2 -symbol sentences, etc. Within each group, the sentences can be listed in alphabetical order, letting $a_{0}$ be the first symbol and $a_{n}$ the last. Thus the list will begin as follows:
$a_{0}$
$a_{1}$
$\vdots$
$a_{n}$
$a_{0} a_{0}$
$a_{0} a_{1}$
$\vdots$
$a_{0} a_{n}$
$a_{1} a_{0}$
$a_{1} a_{1}$
$\vdots$
$a_{1} a_{n}$
$a_{2} a_{0}$
$\vdots$
$a_{n} a_{n}$
$a_{0} a_{0} a_{0}$
$\vdots$
$a_{n} a_{n} a_{n}$
$a_{0} a_{0} a_{0} a_{0}$
$\vdots$
$\vdots$

Since all the sentences are clearly included in the list, they can be numbered $0,1,2, \ldots$ thus establishing a one-one correspondence between the set of sentences and the natural numbers.

Having established that the set of all sentences on $V$ has cardinality $\aleph_{0}$, we can now show that the set of all languages on $V$ has a greater cardinality. We will show three different methods of proof which can be used.
(i) (Diagonal proof) Assume that the set of all languages on $V$ has cardinality $\aleph_{0}$, so that the languages can be listed $L_{0}, L_{1}, L_{2}, \ldots$ We have already established a means of listing all the sentences on $V$ as $s_{0}, s_{1}, s_{2}$, Then we can set up an infinite square array of 0 's and 1 's as shown below, where an entry $x_{i}^{k}$ is 0 if $s_{i}$ is not in $L_{k}$ and $x_{i}^{k}$ is 1 if $s_{i}$ is in $L_{k}$.

| $s_{0}$ $s_{1}$ $s_{2}$ $s_{3}$ $s_{4}$ $\cdots$ <br> $L_{0}$      <br> $L_{1}$      <br> $L_{2}$ $x_{0}^{0}$ $x_{1}^{0}$ $x_{2}^{0}$ $x_{3}^{0}$ $x_{4}^{0}$ $\ldots$ <br> $L_{3}$ $x_{0}^{1}$ $x_{1}^{1}$ $x_{2}^{1}$ $x_{3}^{1}$ $x_{4}^{1}$ $\ldots$    <br> $L_{4}$      <br> $x_{0}^{2}$ $x_{1}^{2}$ $x_{2}^{2}$ $x_{3}^{2}$ $x_{4}^{2}$ $\ldots$ <br> $x_{0}^{3}$ $x_{1}^{3}$ $x_{2}^{3}$ $x_{3}^{3}$ $x_{4}^{3}$  <br> $x_{0}^{4}$ $x_{1}^{4}$ $x_{2}^{4}$ $x_{3}^{4}$ $x_{4}^{4}$ $\ldots$ <br> $\vdots$ $\vdots$ $\vdots$ $\vdots$ $\vdots$  |
| :---: |

Thus for instance the language consisting of all and only the odd-numbered sentences would be represented by a row $010101 \ldots$; the language consisting of all the 1 -symbol sentences ( $a_{0}$ through $a_{n}$ ) would be represented by a row whose first $n+1$ entries were 1 's, with all the remaining entries 0 's.

Then we can construct a representation of a language $L^{*}$ different from any in the list as follows: Let $x_{0}^{\star}=0$ if $x_{0}^{0}=1 ; x_{0}^{\star}=1$ if $x_{0}^{0}=0$. In the same way make $x_{1}^{\star}$ different from $x_{1}^{1}, x_{2}^{\star}$ different from $x_{2}^{2}$, etc.; in general, $x_{m}^{*}=0$ if $x_{m}^{m}=1$, and $x_{m}^{*}=1$ if $x_{m}^{m}=0$. Then by the given interpretation of 0 's and 1's, it follows that $s_{m}$ is in $L^{\times}$if and only if $s_{m}$ is not in $L_{m}$, and thus that $L^{*}$ differs by at least one sentence from every language in the list. Since the procedure applies to any such putative list of all languages, it follows that there cannot be such a list, and therefore that the set of all languages on $V$ has a cardinality greater than $\aleph_{0}$.
(ii) The second proof is analogous to the proof used for the set $\wp(\mathbf{N})$ given as example (2) above Let $S$ be the name of the set of all sentences on $V$. Then since every language on $V$ is a set of sentences on $V$, and every set of sentences on $V$ is a language on $V$, the set of all languages on $V$ is exactly the set of all subsets of $S$, i.e. $\wp(S)$. Then suppose that the set of all languages on $V$ had cardinality $\aleph_{0}$. We could then list all the languages, i.e, all the members of $\wp(S)$, in a single list, $L_{0}, L_{1}, L_{2}, \ldots$ But then we could immediately construct a new language $L^{*}$ as follows (using the enumeration of the sentences of $S$ previously established): let $s_{0} \in L^{*}$ if and only if
$s_{0} \notin L_{0}, s_{1} \in L^{*}$ if and only if $s_{1} \notin L_{1}$, etc.; in general, $s_{m} \in L^{*}$ if and only if $s_{m} \notin L_{m}$. Thus $L^{\times}$is a subset of $S$ which differs from every language in the list by at least one member, and the list, therefore, could not have been complete. Therefore, the set of all languages, $\wp(S)$, cannot have cardinality $\aleph_{0}$.
(iii) The third proof is an example of a general method: to show that a given set has cardinality greater than $\aleph_{0}$, it is sufficient to show that it can be put into a one-one correspondence with a set already known to have cardinality greater than $\aleph_{0}$. Since the set of real numbers between 0 and 1 in binary notation is already known to have cardinality greater than $\aleph_{0}$, we will set up a one-one correspondence between it and the set of all languages on $V$

Let each language be represented as an infinite sequence of 0's and 1 's in the manner described in the first method of proof above. (We do not, however, assume that the languages can be listed in a linear order, since we have already seen that such an assumption leads to a contradiction.) Then each language can be paired with a unique real number between 0 and 1 , since the infinite decimal is also an infinite sequence of 0 's and 1 's designating exactly one language and exactly one real number.

The establishment of the correspondence completes the proof
The three methods of proof outlined above are equally valid The first two have the advantage of not requiring prior knowledge of any sets with cardinality greater than $\aleph_{0}$, but once such knowledge is at hand, the third method is often more convenient. Furthermore, only the third method, setting up a one-one correspondence, can establish exactly what the cardinality of a set is, and then only when the cardinality of the corresponding set is known. In the examples above, all the sets with cardinality greater than $\aleph_{0}$ have the same cardinality as the set of real numbers, but we have not proved the fact for any of the sets, and we cannot take it for granted because, as we have seen, there are in fact infinitely many different cardinalities greater than $\aleph_{0}$

A set which is not countable is called uncountable or non-denumerable or non-denumerably infinite.

### 4.4 Infinite vs. unbounded

There is sometimes confusion over the difference between the terms 'infinite' and 'unbounded', particularly with respect to statements like 'The length
of English sentences is unbounded', or 'English has sentences of unbounded length.' Unbounded means 'having no upper bound', i e having no limiting value such that every value is at or under that limit. Both of the cited sentences mean simply that there is no fixed length such that all English sentences are of that length or less, and this is perfectly consistent with the statement that every English sentence is finite in length One can argue validly from the premise that the length of English sentences is unbounded to the conclusion that the set of English sentences is infinite (see problem 4 in the following exercises), but one cannot validly argue from that to the conclusion that the length of some English sentence is infinite.

Further examples
(1) The number of sides of regular polygons is unbounded, since for any polygon with $n$ sides, there is another with $n+1$ sides; but the number of sides is always finite. The set of such polygons is infinite.
(2) Consider the set of real numbers $x$ such that $0<x<1$. Although there is no largest real number in that set ( 1 itself is excluded from the set, and for every real number less than 1 , there is a larger real number that is less than 1), the size of the real numbers in that set is bounded, since 1 serves as an upper bound. In this case, the size of the members of the set is bounded, but the set itself is never theless infinite.
(3) Starting with the words in some given English dictionary, the length of English sentences that do not use any word more than once is bounded. (The number of distinct words in the given dictionary would provide an upper bound; it is irrelevant to the question of boundedness whether an English sentence of that length could actually be constructed.)

As can be seen from the examples, the terms 'bounded' and 'unbounded' apply to values of functions, or to measures of various sorts applied to members of a set; these terms do not describe cardinalities of sets, as do 'finite' and 'infinite'. It is never strictly meaningful to speak of an 'unbounded set', although such a phrase may sometimes be interpretable in context as elliptical for some longer phrase. Confusion can be most easily avoided by eschewing the use of the term 'unbounded' altogether, and replacing statements like the first two above by statements like 'There is no upper bound on the length of English sentences'. For the reader who encounters the term 'unbounded' in a statement, it may be advisable to ascertain whether the statement can be unambiguously recast in such a form before proceeding.

## Exercises

1. Show that the relation of equivalence of sets is in fact an equivalence relation.
2. Show that the set of integral powers of $10\{10,100,1000,10,000$, $100,000, \ldots\}$ is denumer ably infinite
3. Show that the set of all negative integers is infinite
4. Suppose that the following assumptions are true of English:
(i) There is a finite alphabet for writing sentences, consisting of 26 letters, a set of punctuation marks and a space
(ii) Every sentence is a finite string in the alphabet given in (i).
(iii) There is no upper bound on the length of sentences of English. E.g. given any sentence, a longer one can be made by conjoining it with another one

What then is the cardinality of the set of all sentences of English?
Motivate your answer
5. A hotelkeeper has a hotel with a denumerably infinite number of rooms, all single rooms, numbered $1,2,3,4,5 \ldots$ On Saturday night the hotel was full, but Joe Doe came in asking for lodging. The obliging hotelkeeper, using his intercom, asked each guest to move into the room $n+1$ when his present room was numbered $n$. So Joe Doe was given room 1. But on Sunday everyone stayed for another night. Now a denumerably infinite football team came in asking for lodgings one room per person How could the obliging hotelkeeper accommodate them?
6. Assume that the earth rests on the back of a giant turtle, and that the turtle sits on the back of two giant turtles, and those two on three, etc. 'all the way down' (i e there is no bottom layer of turtles). ${ }^{1}$

[^0]
(a) Suppose each turtle is the sole deity of some monotheistic sect (exactly one sect per turtle). What is the cardinality of the set of all such sects?
(b) Suppose each subset of the set of all these earth-supporting turtles forms the deity-group of some one sect (a-, mono- or polytheistic, with the latter including both finite and infinite numbers of deities). What is the cardinality of the set of all such sects?

After a lecture on cosmology and the structure of the solar system, William James was accosted by a little old lady. "Your theory that the sun is the center of the solar system, and that the earth is a ball which rotates around it has a very convincing ring to $\mathrm{it}, \mathrm{Mr}$. James, but it's wrong. I've got a better theory", said the little old lady. "And what is that, madam?" inquired James politely. "That we live on a crust of earth which is on the back of a giant turtle". Not wishing to demolish this absurd little theory by bringing to bear the masses of scientific evidence he had at his command, James decided to gently dissuade his opponent by making her see some of the inadequacies of her position. "If your theory is correct, madam," he asked, "what does this turtle stand on?" "You are a very clever man, Mr.. James, and that's a very good question" replied the little old lady, "but I have an answer to it. And it's this: the first turtle stands on the back of a second, far larger turtle, who stands directly under him". "But what does this second turtle stand on?" persisted James patiently. To this the little old lady crowed triumphantly. "It's no use, Mr . James - it's turtles all the way down."
(Note that two different sects may of course worship some turtles in common as long as they do not worship exactly the same set )
7. Cardinal numbers form their own numerical system in which we can do cardinal arithmetic. This exercise gives the basic notions. Let $A$ and $B$ be disjoint sets, finite or infinite, and let $a=|A|$ and $b=|B|$. We define cardinal addition, written $\oplus$, and cardinal multiplication, written $\otimes$, as follows:

$$
\begin{aligned}
& a \oplus b=|(A \cup B)| \\
& a \otimes b=|(A \times B)|
\end{aligned}
$$

When $A$ and $B$ are both finite, cardinal addition and multiplication produce the same results as the corresponding arithmetic operations on integers. When at least one is infinite, however, the operations are no longer parallel in all respects. Find examples of sets $A$ and $B$ for which the following hold:

$$
\begin{aligned}
& \text { (a) } \aleph_{0} \oplus 1=\aleph_{0} \\
& \text { (b) } \aleph_{0} \otimes 2=\aleph_{0} \\
& \text { (c) } \aleph_{0} \oplus \aleph_{0}=\aleph_{0} \\
& \text { (d) } \aleph_{0} \otimes \aleph_{0}=\aleph_{0}
\end{aligned}
$$

Do the operations $\oplus$ and $\otimes$ appear to be commutative and associative?
8. It can be proved that $\aleph_{0}$ is the smallest infinite cardinal number. Consider the following putative counterexample to this claim. Choose a cardinal number $x$ such that $2^{x}=\aleph_{0} x$ cannot be finite, since 2 raised to any finite power is finite; but $x$ cannot be equal to $\aleph_{0}$ either, since $2^{\kappa_{0}}>\aleph_{0}$ by Cantor's Theorem. Therefore $x$ is an infinite cardinal number less then $\aleph_{0}$. What is wrong with this argument?

## Appendix A

## Set-Theoretic Reconstruction of Number Systems

In this appendix we represent the structures of the natural numbers, the integers, and the rationals in pure set-theoretic terms. This set-theoretic representation of numbers gives us first of all a good impression of the power of set theory in representing other structures or mathematical systems. To represent a number structure in pure set-theoretic terms means to define its primitives, operations and relations in set-theoretic terms only. To define the notion number in terms of sets may seem strange at first, since we are so much more familiar with numbers than with sets. The set-theoretic representation of numbers is in fact quite artificial and and the one given here is also not the only conceivable one. It is sufficiently cumbersome that it is never used in practice for ordinary manipulation of numbers. So its function is purely theoretical: it is a necessary step in establishing the interesting claim that set theory is the universal foundation of all of mathematics.

## A. 1 The natural numbers

First we define 0 as the empty set:

$$
0=d_{e f} \emptyset
$$

Then for the number 1 let us find a set with exactly one member which is built from sets already constructed, i.e. built from $\emptyset$. Such a set is $\{\emptyset\}$. So we define

$$
1=\operatorname{def}^{\{\emptyset\}}
$$

As a result of these two definitions we see that

$$
1=\{0\}
$$

We continue in the same way

$$
\begin{gathered}
2=\operatorname{def}\{\emptyset,\{\emptyset\}\}=\{0,1\} \\
3=\operatorname{def}^{\{\emptyset,\{\emptyset\},\{\emptyset,\{\emptyset\}\}\}=\{0,1,2\}}
\end{gathered}
$$

We can proceed indefinitely in this way, defining each successive number as the set of all its predecessors. This can be expressed formally in either of two ways:

$$
\begin{array}{lrl}
\text { for all } n & \text { (i) } & n+1=\{0,1,2, \ldots, n\} \\
& \text { or (ii) } & n+1=n \cup\{n\}
\end{array}
$$

Given any set of finite elements of any sort, the way to tell how many elements it has is to compare it with each of these 'number' sets in turn until one is found whose members can be put in a one-to-one correspondence with the members of the set in question. An analogy can be drawn to the method of telling that something is a meter long by comparing it to the standard meter, a physical object preserved in Paris

Each natural number has a unique representation in our scheme, but it remains to be shown that the numbers, as reconstructed, have the properties that we expect them to have. In particular, our reconstruction should exhibit the required behavior in relations such as equality and greater-than, and under operations such as addition and multiplication.

The notion of a successor of a natural number is defined as:

$$
\text { successor of } x={ }_{\operatorname{def}} x \cup\{x\}
$$

We indicate the successor of $x$ by $s(x)$
Equality between natural numbers is defined as set equality, i.e., having identical membership. Thus, 5 and $s(4)$ are the same number, each being $\{0,1,2,3,4\}$.

The linear order 'less than' is defined by set inclusion: $x<y$ iff $x \subset y$; also, $x \leq y$, 'less than or equal to,' iff $x \subseteq y$, and similarly for $x>y$ and $x \geq y$

Addition can be defined by a pair of rules using the notion of successor: for all $x \quad$ (i) $\quad x+0=x$
(ii) $x+s(n)=s(x+n)$

For example, to add two numbers, the second part of the definition is repeated until the first part becomes applicable The steps for $4+3$ are:

$$
\begin{aligned}
4+3 & =4+s(2) & & \text { def. successor } \\
& =s(4+2) & & \text { def. addition } \\
& =s(4+s(1)) & & \text { def. successor } \\
& =s(s(4+1)) & & \text { def. addition } \\
& =s(s(4+s(0))) & & \text { def. successor } \\
& =s(s(s(4+0))) & & \text { def. addition } \\
& =s(s(s(4))) & & \text { def. addition } \\
& =s(s(5)) & & \text { def. successor } \\
& =s(6) & & \text { def. successor } \\
& =7 & & \text { def. successor }
\end{aligned}
$$

Subtraction can also be defined by a pair of rules, but it is only defined when a set is being subtracted from one which contains it:
for all $x \quad$ (i) $\quad x-x=0$
(ii) $s(x)-n=s(x-n)$

For example,

$$
\begin{aligned}
4-2 & =s(3)-2 & & \text { def. of successor } \\
& =s(3-2) & & \text { def. of subtraction } \\
& =s(s(2)-2) & & \text { def. of successor } \\
& =s(s(2-2)) & & \text { def. of subtraction } \\
& =s(s(0)) & & \text { def. of subtraction } \\
& =s(1) & & \text { def. of successor } \\
& =2 & & \text { def. of successor }
\end{aligned}
$$

Multiplication can be defined by a pair of rules involving addition, which has been already defined:
for all $x \quad$ (i) $x \cdot 1=x$
(ii) $x \cdot s(n)=(x \cdot n)+x$

For example,

$$
\begin{aligned}
2 \cdot 3 & =2 s(2) & & \text { def. of successor } \\
& =2 \cdot 2+2 & & \text { def. of multiplication } \\
& =2 \cdot s(1)+2 & & \text { def. of successor } \\
& =(2 \cdot 1+2)+2 & & \text { def, of multiplication } \\
& =(2+2)+2 & & \text { def. of multiplication } \\
& =4+2=6 & & \text { by addition, as } \\
& & & \text { previously defined }
\end{aligned}
$$

## A. 2 Extension to the set of all integers

Mathematicians (and scientists in general) strive to develop concepts with as wide a range of application as possible. Looking at the system above, one detects a gap: the concepts of equality, addition and multiplication are defined for any two natural numbers, but subtraction is not. It would desirable to extend the number system so as to have subtraction defined everywhere.

What does it mean to 'extend' a system? It means to create a new system with additional elements and possibly additional operations or relations in such a way that the new system contains a subsystem which is isomorphic to the old system. In other words, there is some subset of the elements, operations and relations of the new system which can be put in one-to-one correspondence with the elements, operations and relations of the old system, so that the corresponding operations on corresponding elements yield corresponding elements, and the corresponding relations contain corresponding ordered pairs of elements. This guarantees in effect that nothing of the old system has been lost in constructing the new one.

In this case, where we are concerned with an operation, subtraction, which is not defined on certain elements, we would much prefer, for purposes of conceptual economy, that the oper ation in the new system be given a single definition on all the elements. We will construct a new number system in which subtraction has a uniform definition on all elements, and which contains a subsystem which is isomorphic to the original system. The new number structure is called the integers. Remember that the set-theoretic
representation of number structures is not in any sense a definition of what the numbers are in absolute terms, but rather of how they can be represented by set-theoretic constructions or re-constructions.

The representation of the integers does not bear any resemblance to the ordinary integers $\ldots-2,-1,0,1,2, \ldots$ They are here defined in a special way so that the operations and relations on them can be defined in terms of the operations and relations already defined for the natural numbers.

## Definition A 1 An integer is an ordered pair $\langle a, b\rangle$ of natural numbers.

(Intuitively, the ordered pair $\langle a, b\rangle$ will correspond to the integer which is the difference $a-b$; i.e, $\langle 5,3\rangle$ represents $2 ;\langle 2,4\rangle$ represents -2 . Thus, many oredered pairs represent the same integer.)

Equality: $\langle a, b\rangle=\langle c, d\rangle$ if and only if $a+d=c+b$, using the definition of + for the natural numbers. Note first that equality is an equivalence relation in the new system Note also that under this definition $\langle a, b\rangle=\langle a+k, b+k\rangle$ for any $k$. Hence,

$$
\begin{aligned}
& \langle 7,3\rangle=\langle 6,2\rangle=\langle 5,1\rangle=\langle 4,0\rangle \\
& \langle 3,7\rangle=\langle 2,6\rangle=\langle 1,5\rangle=\langle 0,4\rangle \\
& \langle 3,3\rangle=\langle 2,2\rangle=\langle 1,1\rangle=\langle 0,0\rangle
\end{aligned}
$$

Every integer is therefore equal to some integer of one of these three forms:

1. $\langle a-b, 0\rangle$
2. $\langle 0, a-b\rangle$
$3\langle 0,0\rangle$
where $a$ and $b$ are natural numbers and ' - ' is as defined for the natural numbers. By convention, all integers equal to some integer of the first type will be called positive integers, the second type negative integers and the third type zero.

Ordering 'greater than': $\langle a, b\rangle\rangle\langle c, d\rangle$ if and only if $a+d\rangle c+b$ where $>$ on the right is the relation 'greater than' defined on the natural numbers. For example, $\langle 6,3\rangle>\langle 2,1\rangle$ (i.e., $3>1$ ) because $(6+1)>(2+3)$; similarly, $\langle 4,4\rangle>\langle 2,5\rangle$ (i.e, 0$\rangle-3$ ) since $(4+5)>(2+4)$.

Addition: $\langle a, b\rangle+\langle c, d\rangle=\langle a+c, b+d\rangle$ where addition on the right is addition as already defined on natural numbers. For example, $\langle 6,3\rangle+\langle 4,2\rangle=$ $\langle 10,5\rangle$ (i e., $3+2=5$ ); also, $\langle 2,5\rangle+\langle 2,1\rangle=\langle 4,6\rangle$ (i.e., $-3+1=-2$ ).

Subtraction: $\langle a, b\rangle-\langle c, d\rangle=\langle a, b\rangle+\langle d, c\rangle=\langle a+d, b+c\rangle$. For example, $\langle 4,2\rangle-\langle 6,3\rangle=\langle 4,2\rangle+\langle 3,6\rangle=\langle 4+3,2+6\rangle=\langle 7,8\rangle$ (i.e., $2-3=-1$ ). (To subtract, one adds the 'negative' of the subtrahend, i.e., $2-3=2+(-3)$ ) Note further that $\langle a, b\rangle=\langle a, 0\rangle-\langle b, 0\rangle$. Since we call numbers of the form $\langle a, 0\rangle,\langle b, 0\rangle$ positive, we may now interpret this result as showing that any integer $\langle a, b\rangle$ can be represented as the difference of two positive integers $\langle a, 0\rangle-\langle b, 0\rangle$.

Multiplication: $\langle a, b\rangle \cdot\langle c, d\rangle=\left\langle\left(\begin{array}{ll}a \cdot c\end{array}\right)+\left(\begin{array}{ll}b & d\end{array}\right),\left(\begin{array}{ll}a & d\end{array}\right)+\left(\begin{array}{ll}b & c\end{array}\right)\right\rangle$, where multiplication on the right side is multiplication as already defined on natural numbers. For example, $\langle 6,3\rangle \cdot\langle 4,2\rangle=\left\langle(6 \cdot 4)+\left(\begin{array}{ll}3 & 2\end{array}\right),\left(\begin{array}{ll}6 & 2\end{array}\right)+(3 \cdot 4)\right\rangle=$ $\langle 24+6,12+12\rangle=\langle 30,24\rangle$ (i e , $3 \cdot 2=6$ ); similarly, $\langle 2,5\rangle \cdot\langle 1,2\rangle=\langle(2 \cdot 1)+$ $\left.\left(\begin{array}{ll}5 & 2\end{array}\right),(2 \cdot 2)+\left(\begin{array}{ll}5 & 1\end{array}\right)\right\rangle=\langle 2+10,4+5\rangle=\langle 12,9\rangle$ (i.e., $\left.(-3)(-1)=3\right)$. This definition has the desired result for positive integers: $\langle a, 0\rangle \cdot\langle c, 0\rangle=\langle a \cdot c, 0\rangle$; and for negative integers: $\langle 0, b\rangle\langle 0, d\rangle=\langle b d, 0\rangle ;\langle a, 0\rangle\langle 0, d\rangle=\langle 0, a d\rangle$.

The natural numbers are not themselves a subset of this set-theoretic representation of the integers. Rather, the set of all integers contains a subset consisting of the positive integers and zero which is isomorphic to the set of natural numbers Although in many applications the distinction between natural numbers and non-negative integers is not important, the concepts can be seen to differ by virtue of the total systems of which they are part. For example, while the positive integer +5 can be subtracted from the positive integer +3 , the corresponding natural number 5 cannot be subtracted from the natural number 3

## A. 3 Extension to the set of all rational numbers

The operations of addition, subtraction and multiplication are now defined on all the integers. We have not said anything yet about division. The question 'What number multiplied by $x$ gives $y$ ?' does not always have an answer in the integers. The next extension of this system will be to a number structure in which this question is always answered: the rationals. There is one notable exception: division by 0 is always impossible. (It is instructive to attempt to extend the system to one which includes division by 0 and observe the difficulties one encounters.) The elements of the new system will be defined in terms of integers, for convenience written as usual
$-2,-1,0,1,2, \ldots$. The operations and relations of the new system will be defined in terms of the operations and relations on the integers. An isomorphism can then be shown between the integers and a subsystem of the rationals.

Definition A. 2 A rational number is an ordered pair $\langle a, b\rangle$ of integers where $b \neq 0$.

The pair $\langle a, b\rangle$ may be interpreted in the language of ordinary arithmetic as the fraction $\frac{a}{b}$. Note that since each integer is defined as a pair of natural numbers a rational will be a pair of pairs of natural numbers.

Equality: $\langle a, b\rangle=\langle c, d\rangle$ if and only if $a \cdot d=c \cdot b$.
Ordering 'greater than': $\langle a, b\rangle\rangle\langle c, d\rangle$ if and only if $a \cdot d\rangle c \cdot b$.
Addition: $\langle a, b\rangle+\langle c, d\rangle=\langle a \cdot d+c \cdot b, b \cdot d\rangle$.
Subtraction: $\langle a, b\rangle-\langle c, d\rangle=\left\langle\begin{array}{ll}a & d-c \cdot b, b \cdot d\rangle\end{array}\right.$
Multiplication: $\langle a, b\rangle \cdot\langle c, d\rangle=\langle a \cdot c, b \quad d\rangle$.
Division: $\langle a, b\rangle:\langle c, d\rangle=\left\langle\begin{array}{lll}a & d, c & b\rangle\end{array}\right.$,
(All operations on the right sides are as defined for the integers.)
It will be noted that attempting to divide by 0 yields an ordered pair whose second member is 0 ; by definition, such ordered pairs are not rational numbers and hence division by 0 is impossible within the system.

To define the isomorphism between the integers and a substructure of the rationals (except division), let the rational number $\langle x, 1\rangle$ correspond with the integer $x$, and all the operations for the rationals (except division) correspond to operations with the same name for the integers and similarly for the ordering. It can be verified that this is an isomorphism.

## A. 4 Extension to the set of all real numbers

This section does not actually come within the realm of discrete mathematics, which deals with set of cardinality no larger than $\aleph_{0}$. The real numbers, as we saw in Chapter 4, form a larger set, and its properties are different in many ways. Most of the subject of calculus, for example, depends on some of the essential properties of the real number system.

This extension of the number system in its set-theoretic representation allows us to obtain a system in which we always have an answer to a question like 'Which number multiplied by itself gives 2?'. There are two fundamental ways of constructing the real number system, one due to Cantor, the other to Dedekind. We give here Cantor's construction. Consider sequences

$$
A=\frac{1}{2}, \frac{2}{3}, \frac{3}{4}, \frac{4}{5}, \frac{5}{6}, \frac{6}{7},
$$

and

$$
B=\frac{2}{1}, \frac{3}{2}, \frac{4}{3}, \frac{5}{4}, \frac{6}{5}, \frac{7}{6}, .
$$

Both of these sequences converge to 1 ; i.e., the more a sequence is developed, the closer one gets to 1 , even though 1 is never actually reached. This is expressed more precisely by saying that a sequence $a_{0}, a_{1}, a_{2}, \ldots$ converges to $x$ if for any positive number $\epsilon$ (epsilon), no matter how small, we can find an index $N$ such that $\left|a_{n}-x\right|<\epsilon$ for all $n>N$. Some sequences of rational numbers converge to a number which is itself not representable as a rational number. The above definition cannot be used to test convergence in such cases, since we have no means of expressing the point of convergence. Another definition of convergence can be given which is equivalent to the former but which does not depend on the nature of $\boldsymbol{x}$.

Definition A. 3 A sequence $a_{0}, a_{1}, a_{2}, \ldots$ converges if for any positive number $\epsilon$ no matter how small we can find an index $N$ such that $\left|a_{n}-a_{m}\right|<\epsilon$ for all $m>N$ and $n>N$.

In other words, we are stating that the terms far out in the series must get closer and closer to each other, which has the same effect as saying that they must all get closer and closer to some particular point of convergence. Cantor defined a real number as a convergent sequence of rational numbers. The rational numbers themselves can be represented in this system as sequences of the form $r, r, r, \ldots$ where $r$ is a rational number, since a sequence all of whose members are identical cerainly satisfies the definition of convergence. If one thinks of real numbers as infinite decimals, one way of representing real numbers would be as the limit of a sequence of finite decimals
(which are rational numbers) of the form $x_{1} ., x_{1} x_{2}, x_{1} x_{2} x_{3}, x_{1} x_{2} x_{3} x_{4}$, i.e., $\frac{x_{1}}{1}, \frac{x_{1} x_{2}}{10}, \frac{x_{1} x_{2} x_{3}}{100}, \ldots$ Operations must all be defined anew for the real numbers, but this is quite simple To give just one example, addition is defined by: $a_{0}, a_{1}, a_{2}, \ldots+b_{0}, b_{1}, b_{2}, \ldots=a_{0}+b_{0}, a_{1}+b_{1}, a_{2}+b_{2}, \ldots$.

## Zeview Exercises

1. Consider the following sets:

$$
\begin{aligned}
& A_{1}=\{\emptyset,\{B\},\{\emptyset, B\}\} \\
& A_{2}=\{B\} \\
& A_{3}=\{\emptyset\} \\
& A_{4}=\{\emptyset,\{\emptyset, B\}\} \\
& A_{5}=\{\{B\},\{\emptyset, B\}\} \\
& A_{6}=\{\emptyset, B\}
\end{aligned}
$$

Determine the following sets:
(a) $A_{1} \cap A_{4}$
(b) $\left(A_{2} \cup A_{3}\right)-A_{6}$
(c) $\wp\left(A_{6}\right) \cap A_{5}$
(d) $A_{4}-A_{2}$
2. On the integers specify a relation which is :
(a) symmetric and irreflexive
(b) transitive and asymmetric
3. Consider the set $N$ of all natural numbers in set-theoretic representation
(a) Let $R$ be the subset relation on $N$. Is $R$ symmetric and/or transitive and/or reflexive?
(b) If $n \in N$ and $x \in n$, is necessarily $x \subset n$ ? Motivate your answer.
4. Suppose that, starting with a single common ancestor, Adam, each man has some finite positive number of sons, each of his sons has some finite positive number of sons etc. forever. Suppose that for each
man other than Adam we know who his father was and also what his chronological order is amongst his brothers (no simultaneously born twins, no women either).
(a) Show how a one-to-one correspondence between the set of all men and the natural numbers may be constructed, including an illustration of how the beginning of the list might look
(b) Let every distinct set of men (finite or infinite, and spanning arbitrary stretches of time) be called a 'club'. Show without using any of the results of Chapter 4 that the set of all clubs is nondenumerably infinite.
5. Determine whether the following systems are partially ordered, linearly ordered or well-ordered
(a) the set of all positive and negative rational numbers; the relation 'is equal to or less than'
(b) the set of all negative rational numbers; same relation as (a)
(c) the set of all negative rational numbers and zero; the relation 'is equal to or greater than'
(d) the set $A$ of all strings finite in length formed by concatenating elements $a, b, c$; the relation 'is at least as long as'
(e) the same set $A$ as in (d); the relation $R$ described by ' $x R y$ if either $y$ is longer than $x$ or $x$ and $y$ are the same length but $x$ does not come after $y$ alphabetically'
*(f) the set of natural numbers; the relation $R$ described by ' $x R y$ if $x$ and $y$ are both even and $x \leq y$ or, if $x$ and $y$ are both odd and $x \leq y^{\prime}$.
*(g) as (f) but $R$ is: ' $x R y$ if $x$ and $y$ are both even and $x \leq y$ or, if $x$ and $y$ are both odd and $x \leq y$ or $x$ is even and $y$ is odd'.
*(h) as (f) but $R$ is: ' $x R y$ if $x$ and $y$ are both even and $x<y$ or, if $x$ and $y$ are both odd and $x \leq y$ or $x$ is odd and $y$ is even'.
6. Show that for any sets $A, B, C$, if $|A| \leq|B|$, and $|B| \leq|C|$, then $|A| \leq|C|$.

## Part B

## LOGIC AND FORMAL SYSTEMS

## Chapter 5

## Basic Concepts of Logic and Formal Systems

### 5.1 Formal systems and models

Formalization or axiomatization is an outgrowth of the broader goals of scientific systematization Euclid systematized geometry by showing how a great many statements known to be true about geometrical figures could be logically derived from a small set of principles assumed to be true, called the axioms. Newton systematized mechanics by showing how the known laws of motion, both planetary and terrestrial, could be derived from three basic statements. In both cases, the initial assumptions had the status of true statements, 'self-evident' in the Euclidean system, empirically discovered truths in the Newtonian system. In both cases the system was concerned with particular objects, points and lines in the one case, physical objects in the other

The realization that a strict separation of the formal, syntactical aspects of a system from any of its meaning assignments or interpretations, i.e its semantics, is both possible and desirable was one of the consequences of the discovery of non-Euclidean geometries.

Euclid's axioms included one known as the 'Parallel Postulate' which can be stated as follows.

Parallel Postulate: Given a line $L$ and a point $P$ not on line $L$, one and only one line $L^{\prime}$ can be drawn through $P$ parallel to the line $L$ (i.e., not intersecting no matter how far extended.)

Since this particular postulate had always seemed less 'self-evident' than the others, numerous attempts, all unsuccessful, were made to derive it from the remaining axioms. N. Lobachevsky and (independently) J. Bolyai in the early 19 th century made such an attempt, trying to use the method of reductio ad absurdum, which we have illustrated in our reasoning about properties of complement relations in Section 3.3 They began by assuming that more than one line parallel to $L$ could be drawn through point $P$, but instead of deriving a contradiction as intended, they discovered or invented the first non-Euclidean geometry The revised axiom system turned out to be perfectly consistent (a notion we discuss in Chapter 8) Later, Riemann constructed another non-Euclidean geometry, in this case by replacing the Parallel Postulate by a postulate stating that no lines parallel to a given line L could be drawn through a given point $P$ not on $L$, i.e. that all distinct lines intersect eventually. Again, no contradiction arose. These discoveries in no sense refuted Euclidean geometry, but they did lead to a fundamental change in our attitude towards the axioms Earlier the axiomatic approach was thought to systematize a body of absolute truths, but after Bolyai, Lobachevsky and Riemann it began to be appreciated that while the derived statements were valid, i.e logically necessary consequences of the axioms, the axioms themselves were simply assumptions. We now no longer ask whether certain axioms are true in any absolute sense, but what, if anything, they might be true of. That question is equivalent to asking what models, if any, the set of axioms has.

Euclidean geometry may seem by its usual terminology to have presupposed a particular model, namely the abstract set of points and lines and the figures that can be constructed with compass and straightedge. However, to look at it as a genuinely formal system we must first replace the occurrences of the words 'point' and 'line' by undefined primitives such as ' p ' and ' 1 ', making corresponding changes in the definitions of subsequent terms, since notions of 'parallel', 'triangle' etc can be defined in terms of 'point' and 'line'. We then find that, for instance, if we start with a fixed circle in a plane and interpret ' p ' as 'point in the interior of the circle' and ' 1 ' as 'open-ended chord of this circle' (an 'open-ended chord of a circle' is a straight line within the circle which approaches indefinitely closely, but does not touch the circumference), then through a given point, more than one parallel can be drawn to a given line. This is illustrated in Figure 5-1.

Starting with line $A B$ and point $C$, we can construct lines $D C E$ and $F C G$, among others. $D C E$ and $F C G$ are both parallel to $A B$ since neither will intersect $A B$ 'no matter how far extended', i.e. no matter how close to


Figure 5-1: Open-ended chords in a circle
the circumference of the circle they get. This interpretation therefore does not satisfy the Euclidean axioms and does not provide a model for them. It does provide a model for the Bolyai-Lobachevsky non-Euclidean geometry. In fact, it is often by constructing a model for a set of axioms that we prove them to be consistent (see Ch. 8, Sec 2 for the connection between these two important notions 'consistency' and 'having a model'). Any system or structure in which all of Euclid's axioms are true is called a model of Euclid's system; plane geometry is the standard or intended model, since it was with that "in mind" that Euclid developed the formal system in the first place.

The development of quantum mechanics has similar consequences for the attitude we have towards Newton's physical system. It is still true that all of the laws of mechanics which Newton derived follow from three basic principles. But the laws are now seen to hold only in certain macroscopic situations. The actual physical universe is no longer held to be a model of the Newtonian system.

In the cases of geometry and mechanics the model came first and the formalization later. This is the usual case in empirical research and in mathematics, but it is not the only one. It proves to be very fruitful to study formal systems in the abstract, since insofar as distinct systems have a similar structure, their formalizations are alike. Direct study of a formal system can yield results which can be applied generally to all systems which are models of it. Also, once we show that a certain system is equivalent in its
formal structure to another better known system, what we know about the latter may transfer to new insights about the former.

In general, a formal system consists of:
(i) a non-empty set of primitives
(ii) a set of statements about the primitives, the axioms
(iii) a means of deriving further statements from the axioms, either:
(a) an explicit set of recursive rules of derivation; or
(b) appeal to a background logic for the language in which the axioms are stated, usually predicate logic; or
(c) no explicit means of derivation; one is to derive "whatever logically follows" from the axioms.

Some of the more "syntactic" formal systems that we will illustrate in Chapter 8 follow option (iiia) above.

In most formalizations of scientific theories and branches of mathematics, it is taken for granted or assumed to be given what the permitted background logic or forms of reasoning are. But forms of reasoning themselves are the subject matter of logic, to which most of this part of this book is devoted. Hence we use logic or a logical language to reason about other systems like set theory, geometry or physics. We call the language which we use to talk and reason about another system the meta-language, and the system reasoned and talked about the object language. The distinction is of course a relative one, since we can use set theory, for instance, in its turn as a metalanguage to talk about physical systems. Natural languages are the only kind of languages rich enough to incorporate their own meta-language We talk in English about English, although in linguistics we also develop specialized formal languages to talk about sentence structure or word meaning, for instance.

In the last chapter of this part of the book, Chapter 8, we will return to the subject of formal systems, axiomatization, and model theory, after we have introduced enough logic to present some interesting examples. We will also see how a system of logic can itself be axiomatized. In the case of logic, an axiomatization will consist of:
(i) a syntax defining the expressions of the language.
(ii) a set of axioms (themselves among the formulas of the language)
(iii) a set of explicit rules of inference for deriving further formulas from the axioms. The axioms plus all further formulas so derivable are the theorems of the system

### 5.2 Natural languages and formal languages

The languages we speak and use naturally to communicate with each other are what we call natural languages. Natural languages are acquired as first languages in childhood and are suited to just about any communicative goal we may have. Formal languages, on the other hand, are usually designed by people for a clear, particular purpose, but, although these languages are constructed, in use they may to a certain extent change and evolve. Examples of formal languages are the language of set theory with which you got acquainted in Part A, the language of logic which we introduce in Chapters 6 and 7, the language of ordinary arithmetic, and programming languages like Pascal, Fortran, Prolog, Lisp and all their 'dialects'. There are many other notational systems with conventional meaning which may deserve the name 'language' as well, like musical notation, traffic light systems, Morse code and so on, but we will leave these out of our present considerations. One of the most important uses linguists and especially semanticists make of formal languages is to represent meaning of natural languages. Characterizing meaning is the main goal of the semantic component of a grammar, whether it be a grammar of a formal language or a grammar of a natural language. Like any scientific enterprise, semantics chooses particular aspects and parts of meaning as objects of study and employs formal languages as analytic tools Logic is a branch of the foundations of mathematics which has developed a number of particularly useful formal languages, of which the first-order logic introduced in this part of the book is perhaps the best known and most often used. As we already suggested in the previous section, logical languages can be used as meta-languages in which we reason about set theory as object language or about set theoretic objects. But logical languages can be applied to any other object language and formalize the reasoning from axioms to theorems in that domain. One of our interests in this book is in developing the background for applications of logic and formal languages to natural languages, such as English. Part D is devoted to such applications and to a number of current topics in the semantics of natural language. But first we have to study the language of logic, and learn how to use it. And of course the study of logic has many other important
applications both within and outside of the field of linguistics

### 5.3 Syntax and semantics

The distinction between the syntax and the semantics of a language or a formal system is essentially a distinction between on the one hand talking about properties of expressions of the system itself, such as its primitives, axioms, rules of inference or rewrite rules, and theorems, and on the other hand talking about relations between the system and its models or interpretations Although the separation of form and content is itself ancient, it is not always possible to draw a hard and fast line between the purely syntactic and the purely semantic aspects of a language or system, especially since many properties of a system are likely to be reflected in both its syntax and its semantics But there is general agreement that syntax and semantics have some clear distinctions among their core notions. For instance, the construction of proofs from premises or axioms according to formal rules of inference or rewriting rules is a syntactic activity, while demonstrating that a certain set of axioms is consistent by showing that it has a model (see Chapter 8 ) is giving a semantic argument. On the syntactic side are wellformedness rules, derivations, proofs, and other notions definable in terms of the forms of expressions On the semantic side are notions like truth and reference, properties which expressions may have relative to one model or interpretation and fail to have with respect to another

Both syntactic and semantic methods of argumentation and tools of analysis have proved valuable in the study of formal systems. Neither is inherently superior or more legitimate; one may be more direct or handy than the other for answering a particular question or showing that a given formal system has some property or other Many important results in the metatheory of logic concern the relation between syntax and semantics, and the discipline of model theory is expressly concerned with the application of semantic tools to logic and mathematics (See Chapter 8)

The program of studying only the syntax of a system without making any appeal, explicit or tacit, to its meaning constitutes the formalist research program, which is known as Hilbert's program in the foundations of mathematics and, stretching the concept perhaps, as Chomsky's program of studying syntax autonomously in the theory of generative grammar. Modern gener ative syntax is in fact rooted in the mathematical theory of formal languages and automata, a syntactic enterprise on the above characterization,
since it deals with the properties of string rewriting and symbol manipulating in systems. Semantics in the "formal semantics" tradition is rooted in logic and model theory, and borrows many of its tools from those developed by logicians for the study of the formal languages of logic. It is ironic that the name "formal semantics" has become the standard name of the modeltheoretic approach to semantics, which is decidedly not a formalist program in the above sense

Outside of logic the term semantics is often used in a much broader sense, roughly as anything relating to meaning In linguistics one finds a range of uses along with ongoing debates concerning where theoretical boundaries can most usefully be drawn So in one sense, issues concerning scope ambiguity are certainly among the concerns of semantic theories of natural languages; at the same time one can distinguish among theories that treat certain scope ambiguities "in the syntax" or "in the semantics." In the chapters which follow, we will stick to the rather clearly regimented usage that has become customary in logic, reserving the term semantics for the study of the relations of formal systems to their interpretations

### 5.4 About statement logic and predicate logic

In Chapters 6 and 7 we will examine two systems of logic: statement logic (also called the propositional calculus or statement calculus) and predicate logic (also known as (first-order) predicate calculus). Each will be treated as a formal language with its own vocabulary, rules of syntax, and semantics (or system of interpretation) But as we will see, the syntactic and semantic components of these languages are very much simpler than those of any natural language; indeed, that is their virtue, since they have been purposely constructed to avoid ambiguities and many complicated features contained in natural languages. For instance, the sentences of our logical languages are all declaratives-there are no interrogatives, imperatives, performatives, etc -and, further, the means of joining sentences together to form compound sentences is severely limited. We will find sentential connectives corresponding (roughly) to English and, or, not, if . . then, and if and only if, but nothing to answer to because, while, after, although, and many other conjunctions In predicate logic we will in addition find counterparts of a few determiners of English-some, all, no, every,-but not most, many, a few, several, one half, etc. As a discipline, logic is the study of reasoning (the product not the process-the latter is the province of psy-
chology), with the objective of identifying correct, or valid, instances and distinguishing them from those that are incorrect, or invalid. We recognize intuitively for example, that the reasoning exhibited in argument ( $5-1$ ) is valid, in that the conclusion (the sentence below the horizontal line) is a necessary consequence of the premises above the line. To put it another way, if we grant the truth of the premises in (5-1), we cannot, logically, deny the truth of the conclusion.

## All men are mortals. Socrates is a man.

## Therefore, Socrates is a mortal.

In contrast, the reasoning in argument (5-2) is easily seen to be invalid:

> All cats are mammals. Therefore, $\begin{array}{r}\text { All dogs are mammals. }\end{array}$ All are dogs.

That is, in (5-2) even if we accept the premises we may logically reject the conclusion.

A system of formal logic-for these examples it will be predicate logic-is intended to give a systematic account of what underlies these intuitions. In this enterprise the logical language serves as a model, or image, of the natural language (albeit a much simplified one), but it is designed so that one can give an explicit account of validity for any arguments expressed in it. An argument couched in natural language can then be assessed by translating it into the logical language and determining the validity of the translation. Argument ( $5-1$ ), for example, could be translated into the following argument in predicate logic, which, as we will see in Chapter 7, is valid:

$$
\begin{align*}
& (\forall x)(H(x) \rightarrow M(x))  \tag{5-3}\\
& H(s)
\end{align*}
$$

$\therefore \overline{M(s)}$
Clearly the success of such a program will depend heavily on the adequacy of the translations (assuming a satisfactory characterization of validity and invalidity in the logical language)

One motivation for proceeding in this way is that many arguments in natural language, while superficially distinct, appear to be instances of the
same underlying argument form. We observe, for example, that (5-1) produces another valid argument under systematic replacement of its proper and common nouns:

All rabbits are rodents.
Peter is a rabbit.

## Therefore, $\bar{P}$ eter is a rodent.

Evidently the validity of (5-1) and (5-4) does not rest on the meanings of words such as man, Socrates, and rabbit, but rather results from the framework in which these words are embedded, i.e, the form of the argument. We also observe that the word all is an integral part of of this form; replacing it by some, for example, yields an invalid argument:
$\begin{aligned} & \text { Some men are mortals. }  \tag{5-5}\\ & \text { Socrates is a man. }\end{aligned}$
Therefore,
Socrates is a mortal.
(Note that the conclusion of ( $5-5$ ), while true, does not follow necessarily from the premises ) We might then say that (5-1) and (5-4) are instances of the (valid) argument form (5-6):

> All X's are Y's
> Therefore, $\frac{a \text { is an } X}{a \text { is a } Y}$
and similarly, (5-2) is an instance of the following invalid argument form:

$$
\begin{array}{r}
\text { All } X \text { 's are } Y ' s  \tag{5-7}\\
\text { All } Z \text { 's are } Y \text { 's }
\end{array}
$$

A logical language, then, is designed to provide effective translations and an account of validity or invalidity for a certain range of argument forms. Predicate logic treats the two forms just mentioned, for example, but statement logic, as we will see presently, does not, since it is constructed to deal only with argument forms whose validity hinges of the meanings of sentential connectives such as and, or, and if...then, but not on quantifier words such as all, and some


## Chapter 6

## Statement Logic

### 6.1 Syntax

The syntax of statement logic is very simple: We assume an infinite basic vocabulary of atomic statements represented by the symbols $p, q, r, s, \ldots$, with primes or subscripts added as needed.

## Definition 6.1

1. Any atomic statement itself is a sentence or well-formed formula (wff).
2. Any wff preceded by the symbol ' $\sim$ ' (negation) is also a wff
3. Any two (not necessaily distinct) wffs can be made into another wff by writing the symbol ' $\&$ ' (conjunction), ' $V$ ' (disjunction), ' $\rightarrow$ ' (conditional), or ' $\leftrightarrow$ ' (biconditional) between them and enclosing the result in parentheses

Here are some examples of wff's of statement logic constructed according to these rules:

$$
\begin{aligned}
(6-1) & p \\
& q^{\prime} \\
& (p \vee q) \\
& \sim\left(p^{\prime} \leftrightarrow p^{\prime}\right) \\
& \sim r \\
& \sim \sim r \\
& \left(\left(\left((p \& q) \vee \sim q^{\prime}\right) \rightarrow r\right) \leftrightarrow s\right)
\end{aligned}
$$

The following are not wff's:
(6-2) $\quad p q$
$\vee p$
$\sim \vee p q$
$p \vee q$ (lacks outer parentheses)
$\sim(p)$ (no parentheses around atomic statements)

Note: we will occasionally omit outer pairs of parentheses in the interest of increased legibility, e.g, $p \vee(q \& r)$ instead of $(p \vee(q \& r))$. The former can be regarded as an informal abbreviation for the latter.

As we have said, logical languages are typically designed to mirror certain natural language constructions. In the present case, the connectives $\&, V$, $\rightarrow, \leftrightarrow$, are intended as the couterparts of English and, or, if . then, and if and only if, when used to conjoin declarative sentences, e.g., the and of John smokes and Mary snores. Atomic wff's are the logical representatives of simple declarative sentences, $i$ e, those which do not contain instances of the sentential connectives and, or, if ... then, if and only if, or not The negation symbol ' $\sim$ ', is a unary operator rather than a binary connective in that it applies to only one wff to produce a wff Its English counterpart is the not in John will not leave or the more formal it is not the case that (e.g., It is not the case that John will leave). Note that what the logic regards as a "simple" declarative sentence may in fact be quite complex syntactically For example, John's incessant smoking has caused Mary to consider strangling him contains none of our designated sentential connectives and so would be represented as an atomic sentence in statement logic.

A word ab out terminology. We will say that an English sentence such as John smokes makes, or expresses, a statement. We ignore, for the present, pragmatic concerns such as speaker and context. We use 'statement' as a neutral term to avoid using the more common 'proposition,' since the latter has acquired a number of different meanings over time which we would prefer to avoid sorting out. Synonymous sentences, e.g, Paris is the capital of France and France's capital is Paris express the same statement, while ambiguous sentences, e.g., Visiting relatives can be annoying express more than one statement.

### 6.2 Semantics: Truth values and truth tables

The semantics of statement logic is nearly as simple as its syntax Each atomic statement is assumed to have assigned to it one of the truth values: 1 (also called true) or 0 (false). We are thus working with a two-valued logic; systems with more than two values have also been studied, but they will not concern us here (but see Appendix BII) Each complex wff also receives a truth value, which is determined by (1) the truth values of its syntactic component statements, and (2) the syntactic structure of the complex wff; i.e, its connectives and their arrangement in the formula For example, the truth value of ( $p \& q$ ) will be determined by the truth values of $p$ and $q$ and by the so-called truth-functional properties of the connective \&. The latter is given by a truth table saying how the truth value of a formula is a function of the truth values of its immediate constituents when the principal connective is the conjunction \&. We now give the truth tables for the five connectives along with some remarks on how they compare with their English counterparts. In the following, $P, Q$, etc., will stand for any arbitrary wff, atomic or complex.

### 6.2.1 Negation

Negation reverses the truth value of the statement to which it is attached. For any formula $P$, if $P$ is true, then $\sim P$ is false, and, conversely, if $P$ is false, then $\sim P$ is true. This is summarized in the truth table of Table 6-1.

| $P$ | $\sim P$ |
| ---: | ---: |
| 1 | 0 |
| 0 | 1 |

Table 6-1: Truth table for negation
Logical negation is of course intended to mirror sentential negation in natural language. In English, this is often expressed by the insertion of not into the verb phrase (John is here, John is not here), sometimes with the addition of a form of do (John smokes, John does not smoke). The semantic effect is generally to produce a sentence opposite in truth value to the original, but there are cases where this is not so: John must leave, John must not leave. Here then is a case in which the English and the logical connectives are not exact correspondents. Closer to the behavior of the logical connective is the circumlocution it is not the case that (cf., John must leave, It is not the case that John must leave).

### 6.2.2 Conjunction

If we conjoin two declarative English sentences by and, the result is, by and large, true if both conjuncts are true, and false if one or both of the conjuncts are false. For example, if John smokes is true and Jane snores is also true, then John smokes and Jane snores is true; if either or both of the constituent sentences are false, the entire conjunction is false. The truth table for the logical connective \& is constructed accordingly:

| $P$ | $Q$ | $(P \& Q)$ |
| :---: | :---: | :---: |
| 1 | 1 | 1 |
| 1 | 0 | 0 |
| 0 | 1 | 0 |
| 0 | 0 | 0 |

## Table 6-2: Truth table for conjunction

Note that $P$ and $Q$ are variables denoting any wff whatsoever and that there are four rows in the table corresponding to the four ways of assigning two truth values independently to two statements.

As we have now come to expect, there are instances in which \& does not correspond exactly to the English sentential conjunction and. The latter, for example, sometimes carries a temporal connotation which is absent from the logical connective (cf, John took a shower and he got dressed, John got dressed and he took a shower). In the logic of statements ( $p \& q$ ) always has the same truth value as ( $q \& p$ ). Furthermore, while ( $p \& p$ ) is perfectly well formed (and has the same truth value as $p$ itself), a sentence such as John smokes and John smokes is distinctly odd and could be appropriately used only in rather special circumstances (perhaps as a colorful way of saying that John smokes incessantly).

In translating from English into statement logic the sentential connective but is often rendered as \&; thus, John smokes but Jane snores might be translated into ( $p \& q$ ), where the \& carries none of the connotations of contrast or unexpectedness of the English connective Similar remarks could be made about however, although, despite the fact that, and so on

English and can of course be used to conjoin noun phrases, verb phrases, etc. as well as sentences (John and Mary, smokes and drinks), and nothing in our logical language corresponds to this usage (remember that we are
ignoring the internal structure of simple sentences). Sometimes sentences containing phrasal conjunction can be treated as elliptical forms of sentential conjunction; e.g., John and Mary smoke might be regarded as an abbieviated form of John smokes and Mary smokes and thus could be translated into something like $(p \& q)$. Not all cases of phrasal conjunction can be so treated, however, as we can see by examples such as John and Mary met in New York or Mary mixed red and blue paint.

### 6.2.3 Disjunction

The logical connective $\vee$ has the following truth table:

| $P$ | $Q$ | $(P \vee Q)$ |
| :---: | :---: | :---: |
| 1 | 1 | 1 |
| 1 | 0 | 1 |
| 0 | 1 | 1 |
| 0 | 0 | 0 |

Table 6-3: Truth table for disjunction
Thus the disjunction of two statements is true if at least one of the disjuncts is true; it is false only if both are false. The rough English correspondent is the sentential connective or as in John smokes or Jane snores. The logical connective is the so-called inclusive disjunction, which is true when both disjuncts are true It is commonly supposed that English or also has an exclusive sense, which excludes the possibility that both disjuncts are true; cf., You may have soup or you may have salad, but not both, but it is controversial whether the English word is actually ambiguous or whether the inclusive vs. exclusive sense of such disjunction sentences is determined by matters of context and other pragmatic factors Latin vel and aut have often been cited as natural language examples of disjunctions which bear, respectively, the inclusive and exclusive senses, but even here the facts are not entirely clear. In any event, the logical connective $V$ is unambiguously inclusive, as evidenced by the first row of its truth table. (There is no standard symbol for exclusive logical disjunction, but if there were, its truth table would be like that in Table 6-3 except for having the value 0 in the first row).

Similar remarks about phrasal disjunction can be made here as in the case of of phrasal conjunction. For example, (Either) John or Mary smokes
can be regarded as elliptical for John smokes or Mary smokes and therefore represented as $(p \vee q)$ A problematic case is $A$ doctor or a dentist can write prescriptions, where the intended interpretation is that both doctors and dentists can write prescriptions (it would be false if doctors could but dentists couldn't, for example). Thus, the best translation for this sentence would be of the form ( $p \& q$ ), not $(p \vee q)$.

### 6.2.4 The Conditional

The discontinuous connective if. . then in English is used in a host of different ways and has been the subject of much discussion. The correspondent in our logical language, $\rightarrow$, shares one crucial feature with all the natural language uses, viz, when the $i f$-clause (the antecedent) is true, and the thenclause (the consequent) is false, the entire conditional statement is false. For instance, If Mary is at the party, then John is at the party (too) is clearly false if Mary is at the party but John isn't. This is reflected in the second row of the truth table for $\rightarrow$ :

| $P$ | $Q$ | $(P \rightarrow Q)$ |
| :---: | :---: | :---: |
| 1 | 1 | 1 |
| 1 | 0 | 0 |
| 0 | 1 | 1 |
| 0 | 0 | 1 |

Table 6-4: Truth table for the conditional
$(P \rightarrow Q)$ is true in all other cases, and it is this aspect of the semantics of the conditional which is most controversial. When asked for the truth value of If Mary is at the party, then John is at the party (too) in case Mary is not at the party, we may be puzzled We might be inclined to say that the conditional sentence has no clearly defined truth value or that the question of its truth value does not arise. Even in the case where both Mary and John are at the party, we might hesitate to say that the conditional is true since we would expect some logical or causal connection between antecedent and consequent be determined before we could determine the actual truth value Here we seem to have a case where the logical and the English connectives are greatly at variance. How can we justify our choice of 1 (true) in these cases?

The answer goes along two lines: (1) In a two-valued logic, if a statement is not false, then it must be true: there is no other choice. (2) This definition of the conditional suffices for the analysis of valid and invalid arguments in mathematics and thus carries the weight of tradition. It is not without its troublesome and sometimes paradoxical side effects, however.

### 6.2.5 The Biconditional

The truth table for the biconditional is shown in Table 6-5.

| $P$ | $Q$ | $(P \leftrightarrow Q)$ |
| :---: | :---: | :---: |
| 1 | 1 | 1 |
| 1 | 0 | 0 |
| 0 | 1 | 0 |
| 0 | 0 | 1 |

Table 6-5: Truth table for the biconditional
English expressions translated by the biconditional are 'if and only if', 'just in case that', and 'is a necessary and sufficient condition for ' It is sometimes difficult to tell whether some statements in ordinary language should be represented by the conditional or the biconditional. For example the sentence $I$ will leave tomorrow if I get the car fixed might mean that getting the car fixed is a sufficient condition for leaving tomorrow (although I might leave tomorrow anyway), but it might be intended to mean that getting the car fixed is not only a sufficient but also a necessary condition for leaving tomorrow (I won't leave unless the car gets fixed). The latter interpretation is forced when the connective is 'if and only if': I will leave tomorrow if and only if I get the car fixed. In mathematics this connective is frequently abbreviated 'iff.' Formal definitions of mathematical terms always employ it. The usual form is
(6-3) $\quad X$ is called a $Y$ (or is a $Y$ ) iff $X$ has property $P$.
Using 'if' instead of 'iff' would leave open the possibility that $X$ might also be called a $Y$ (the term being defined) in other circumstances as well. The 'if and only if' makes it a proper definition by restricting $X$ 's being called $Y$ to only those cases in which $X$ has property $P$.

The truth tables provide a general and systematic method of computing the truth value of any arbitrarily complex statement. The number of lines in the truth table is determined by the requirement that all possible combinations of truth values of atomic statements must be considered. In general, there are $2^{n}$ lines when there are $n$ atomic statements The order of evaluating the constituent statements is from the most deeply embedded one to the outermost. So to construct a truth table for $((p \& q) \rightarrow \sim(p \vee r))$, one would proceed as follows:
(i) construct columns for the atomic statements $p, q$ and $r$,
(ii) construct columns for $(p \& q)$ and for $(p \vee r)$,
(iii) construct a column for $\sim(p \vee r)$ reversing the values for $(p \vee r)$,
(iv) construct the truth table for the entire statement, applying the conditional table to the table for $(p \& q)$ and the table for $\sim(p \vee r)$.

The entire process is laid out in the following table.

| $p$ | $q$ | $r$ | $(p \& q)$ | $(p \vee r)$ | $\sim(p \vee r)$ | $((p \& q) \rightarrow \sim(p \vee r))$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 0 | 0 |
| 1 | 1 | 0 | 1 | 1 | 0 | 0 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 1 | 1 |
| 0 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 1 | 1 |

Table 6-6: Truth table for

$$
((p \& q) \rightarrow \sim(p \vee r))
$$

Obviously truth tables can get very complex when more than three atomic statements are involved, and clerical errors are easily made. But in principle we can compute the entire table for any complex statement.

### 6.3 Tautologies, contradictions and contingencies

Statements can be classified according to their truth tables. A statement is called a tautology if the final column in its truth table contains nothing but 1 's, i.e. the statement is always true, whatever the initial assignment of truth values to its atomic statements. Such statements are true simply because of the meaning of the connectives. A statement is called a contradiction if the final column in its truth table contains nothing but 0's, ie. it is always false, whatever the initial assignment of truth values to its atomic statements. All other statements with both 1 and 0 in their truth table are called contingent statements or contingencies. Their truth or falsity does depend on the initial truth value assignment to their atomic statements

Some examples of each type, which the reader may verify, are:

- tautologies: $\quad(p \vee \sim p),(p \rightarrow p),(p \rightarrow(q \rightarrow p)), \sim(p \& \sim p)$
- contradictions: $\sim(p \vee \sim p),(p \& \sim p), \sim((p \vee q) \leftrightarrow(q \vee p))$
- contingencies: $\quad p,(p \vee p),((p \vee q) \rightarrow q),((p \rightarrow q) \rightarrow p)$

Here, for example, are truth tables for ( $p \vee \sim p$ ) and ( $p \& \sim p$ ):

| $p$ | $\sim p$ | $(p \vee \sim p)$ |
| :---: | :---: | :---: |
| 1 | 0 | 1 |
| 0 | 1 | 1 |

Table 6-7: Truth table for tautology

$$
(p \vee \sim p)
$$

| $p$ | $\sim p$ | $(p \& \sim p)$ |
| :---: | :---: | :---: |
| 1 | 0 | 0 |
| 0 | 1 | 0 |

Table 6-8: Truth table for contradiction

$$
(p \& \sim p)
$$

An important property of tautologies and contradictions is that any statements whatever may be substituted for the atomic statements without affecting the truth value of the original expression. For example, if in the tautology ( $p \vee \sim p$ ) we replace $p$ by $(q \rightarrow r$ ), the resulting expression $((q \rightarrow r) \vee \sim(q \rightarrow r))$ is still a tautology, as shown in Table 6-9. In general, the substitution of any statement $Q$ for $p$ in ( $p \vee \sim p$ ) produces a statement of the form $(Q \vee \sim Q)$. Whatever the truth value of $Q$ in any particular line, the truth value of $\sim Q$ is the opposite; thus, one must be true and the other false. The disjunction of $Q$ and $\sim Q$ is therefore true on every line of the truth table. Since $Q$ may be any statement at all, elementary or complex, we see that this tautology (and all tautologies in fact) is true by virtue of its form, i.e., the arrangement of statements and connectives, and not because of the particular statements it is made of The same considerations apply, mutatis mutandis, to contradictions

| $q$ | $r$ | $(q \rightarrow r)$ | $\sim(q \rightarrow r)$ | $((q \rightarrow r) \vee \sim(q \rightarrow r))$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 0 | 1 |
| 1 | 0 | 0 | 1 | 1 |
| 0 | 1 | 1 | 0 | 1 |
| 0 | 0 | 1 | 0 | 1 |

Table 6-9: Truth table showing that

$$
((q \rightarrow r) \vee \sim(q \rightarrow r)) \text { is a tautology }
$$

It is often very important to know whether a certain statement is a tautology or not, but since long truth tables are cumbersome, there is a simple "quick falsification" test which searches systematically for a line on a truth table whose final value is 0 . If the search is completed and no such line is found, then we know for sure the statement under investigation is a tautology. The test is an application of the general reasoning strategy of reductio ad absurdum. We assume there is a line whose final value is 0 , and reason "backwards" from that assumption to see whether we can find an assignment of truth values to the atomic statements without running into contradictory or conflicting assignments. The procedure is illustrated first with a simple example: $(p \rightarrow(q \rightarrow p))$ Assume there is a line whose final value is 0 . We enter the truth value directly under the principal or "highest" connective i.e., the last one added in the syntactic construction of the formula.

$$
\underset{0}{(p \rightarrow(q \rightarrow p))}
$$

Then reasoning from that assumption, we know that the antecedent of this conditional must be true and the consequent false, since that is the only 0 -case for conditionals.

$$
\begin{gathered}
(p \rightarrow(q \rightarrow p)) \\
100
\end{gathered}
$$

Now we simply fill out the 1 -assignment for the atomic $p$ in the consequent: (since the assignment of truth values to the atomic statement must be uniform, i.e, the same throughout the entire formula).

$$
\begin{gathered}
(p \rightarrow(q \rightarrow p)) \\
10 \quad 0 \quad 1
\end{gathered}
$$

Looking at the truth table for conditionals we see now that we run into conflicting assignments: on the one hand, the consequent ( $q \rightarrow p$ ) should be false, but on the other hand that cannot be the case, since $p$ is true and ( $q \rightarrow p$ ) can only be false if $p$ is false, given the table for conditionals. Hence we may conclude that the assumption that there is a line on the truth table for this statement which ends in false is itself false. Thus all lines must be $1 ;(p \rightarrow(q \rightarrow p))$ is a tautology.

Let's work through another example with the very similar, but contingent $((p \rightarrow q) \rightarrow p)$.

Step 1. $\quad((p \rightarrow q) \rightarrow p)$
Step 2. $((p \rightarrow q) \rightarrow p)$

$$
100
$$

Step 3. $((p \rightarrow q) \rightarrow p)$

$$
\begin{array}{llll}
0 & 1 & 0 & 0
\end{array}
$$

(The antecedent $(p \rightarrow q)$ must be true, while $p$ is false, and that is admissable.)

Step 4. $((p \rightarrow q) \rightarrow p)$

$$
\begin{array}{lllll}
0 & 1 & 0 & 0 & 0
\end{array}
$$

Step $4^{\prime} . \quad((p \rightarrow q) \rightarrow p)$

$$
\begin{array}{lllll}
0 & 1 & 1 & 0 & 0
\end{array}
$$

Thus the truth value of $q$ may be either 1 or 0 , and the procedure is completed without running into conflicting assignments. So $((p \rightarrow q) \rightarrow p)$ must be at least contingent, though it may even be a contradiction. We cannot now do a similar short-cut test to see whether it is a contradiction, since we end up writing the complete truth table checking for all the other cases. Note that this method may not always save time if there turn out to be many possible assignments which we have to check for a line ending in 0

### 6.4 Logical equivalence, logical consequence and laws

If a biconditional statement is a tautology, the two constituent statements so connected are logically equivalent For example, the truth table in Table 610 shows the statements $\sim(p \vee q)$ and $(\sim p \& \sim q)$ to be logically equivalent since $(\sim(p \vee q) \leftrightarrow(\sim p \& \sim q))$ is a tautology:

| $p$ | $q$ | $(p \vee q)$ | $\sim(p \vee q)$ | $\sim p$ | $\sim q$ | $(\sim p \& \sim q)$ | $(\sim(p \vee q) \leftrightarrow(\sim p \& \sim q))$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |

Table 6-10: Truth table showing the logical equivalence of $\sim(p \vee q)$ and $(\sim p \& \sim q)$

Logically equivalent statements may also be characterized by saying that they have the same truth value for any assignment of truth values to the atomic statement (note the fourth and seventh columns in Figure 6-10). It is of course just this fact which insures that the biconditional connecting the two formulas will always be true.

Logically equivalent statements are important for the analysis of valid patterns of reasoning because they may freely replace one another in any statement without affecting its truth value. For example, in the statement ( $p \vee q$ ), replacement of $p$ by the logically equivalent complex statement ( $p \& p$ ) yields a statement $((p \& p) \vee q$ ) whose truth value is exactly the same as the original statement, whatever that may happen to be. Substitution of
logically equivalent expressions always preserves truth value, i.e. preserves both truth and falsity. To denote logical equivalence between two arbitrary statements $P$ and $Q$ we write $P \Longleftrightarrow Q$. Note that this "double arrow" is not a new connective for statements, but rather a convenient notation for expressing that $P \leftrightarrow Q$ is a tautology

If a conditional statement is a tautology, we say that the consequent is a logical consequence of the antecedent or, equivalently, that the antecedent logically implies the consequent. An example is shown in the truth table of Table 6-11, which demonstrates that $q$ is a logical consequence of $((p \rightarrow q) \& p)$.

| $p$ | $q$ | $(p \rightarrow q)$ | $((p \rightarrow q) \& p)$ | $(((p \rightarrow q) \& p) \rightarrow q)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 |
| 1 | 0 | 0 | 0 | 1 |
| 0 | 1 | 1 | 0 | 1 |
| 0 | 0 | 1 | 0 | 1 |

Table 6-11: Truth table showing that $q$ is a logical consequence of $((p \rightarrow q) \& p)$

In contrast to logical equivalence, the relation of logical consequence preserves truth but not necessarilly falsity. That is, is the antecedent of a tautologous conditional is true, then the consequent must be true also (cf. line 1 of Table $6-11$, for example). If the antecedent is false, then nothing can be guaranteed about the truth value of the consequent (cf. lines 3-4 of Table 6-11). The relation of logical consequence is important, as we will see in the next section, since it is the basis for the construction of valid arguments. We write $P \Rightarrow Q$ to indicate that $Q$ is a logical consequence of $P$.

Note that when $P \Rightarrow Q$ we cannot in general substitute $Q$ for $P$ in a larger formula and be guaranteed that truth will be preserved. For example, given that $(p \& \sim p) \Rightarrow p$ ) (which the reader may quickly verify by a truth table), we cannot conclude that $((p \& \sim p) \rightarrow q) \Rightarrow(p \rightarrow q)$, replacing ( $p \& \sim p$ ) by its logical consequence $p$. In fact, if $p$ is true and $q$ is false, then $((p \& \sim p) \rightarrow q)$ will be true and $(p \rightarrow q)$ false. Thus, our remarks about truth preservation by logical consequence pertain only to replacement of an entire formula by a logical consequence of that formula. This is in

## Laws of statement logic

1. Idempotent Laws
(a) $(P \vee P) \Longleftrightarrow P$
(b) $(P \& P) \Longleftrightarrow P$
2. Commutative Laws
(a) $(P \vee Q) \Leftrightarrow(Q \vee P)$
(b) $(P \& Q) \Leftrightarrow(Q \& P)$
3. Associative Laws
(a) $((P \vee Q) \vee R) \Longleftrightarrow(P \vee(Q \vee R))$
(b) $((P \& Q) \& R) \Leftrightarrow(P \&(Q \& R))$
4. Identity Laws
(a) $(P \vee F) \Longleftrightarrow P$
(b) $(P \vee T) \Longleftrightarrow T$
(c) $(P \& F) \Longleftrightarrow F$
(d) $(P \& T) \Longleftrightarrow P$
5. DeMorgan's Laws
(a) $\sim(P \vee Q) \Leftrightarrow(\sim P \& \sim Q)(\mathrm{a})(P \rightarrow Q) \Leftrightarrow(\sim P \vee Q)$
(b) $\sim(P \& Q) \Longleftrightarrow(\sim P \vee \sim Q)$
(b) $(P \rightarrow Q) \Longleftrightarrow(\sim Q \rightarrow \sim P)$
(also called contraposition)
(c) $(P \rightarrow Q) \Longleftrightarrow \sim(P \& \sim Q)$
6. Biconditional Laws
(a) $(P \leftrightarrow Q) \Longleftrightarrow((P \rightarrow Q) \&(Q \rightarrow P))$
(b) $(P \leftrightarrow Q) \Longleftrightarrow((\sim P \& \sim Q) \vee(P \& Q))$

Table 6-12
contrast to the relation of logical equivalence where, as we noted above, replacement of any subformula by a logically equivalent expression preserves the truth value of the entire formula

It is convenient to have at hand a small number of logical equivalences from which all others may be derived. Table 6-12 gives those "laws" most frequently used, together with their names. This list is redundant in that some equivalences are derivable from others, but it is a convenient set to work with. Since we will refer to them repeatedly in this and the next chapter, it is worthwhile to memorize them. We write $T$ for any arbitrarily chosen tautology and $F$ for any contradiction, and $P, Q, R$ for any statements whatever, whether atomic of complex.

We may verify that these equivalences do indeed hold by the truth table method As an example, take an instance of the equivalence $8(a)$ of this table: $(p \rightarrow q) \Longleftrightarrow(\sim p \vee q)$ If these two statements are equivalent, their corresponding biconditional must be a tautology. We may check that with a truth table as shown in Table 6-13. Furthermore, in view of our remarks in the preceding section about the preservation of tautologousness under uniform substitution of atomic statements, we know that $(P \rightarrow Q) \leftrightarrow$ ( $\sim \dot{P} \vee Q$ ) is a tautology, for any statements $P$ and $Q$ whatever; hence, the (a) case of the Conditional Laws.

| $p$ | $q$ | $(p \rightarrow q)$ | $\sim p$ | $(\sim p \vee q)$ | $((p \rightarrow q) \leftrightarrow(\sim p \vee q))$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 0 | 1 | 1 |
| 1 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 1 | 1 | 1 | 1 |
| 0 | 0 | 1 | 1 | 1 | 1 |

Table 6-13: Truth table verifying a logical equivalence.

Since logically equivalent statements may be substituted for each other with preservation of truth values, we may use these laws to transform a statement into one which is logically equivalent but perhaps of lesser complexity. The procedure may be illustrated with a simple example, showing that ( $p \rightarrow$ ( $\sim q \vee p)$ ) reduces to $T$, i.e. it is a tautology. We write the law used in each step of the derivation at the right.
(6-4) 1. $\quad(p \rightarrow(\sim q \vee p))$
2. $(\sim p \vee(\sim q \vee p)) \quad$ Conditional law
3. $((\sim q \vee p) \vee \sim p)$ Commutative law
4. $(\sim q \vee(p \vee \sim p))$ Associative law
5. $\sim q \vee T \quad$ Complement law
$6 T$ Identity law

As we have said, substitution of logical equivalents can be carried out on subformulas contained within larger formulas. For example, $(p \&(q \rightarrow r))$ is logically equivalent to ( $p \&(\sim q \vee r)$ ), where the latter is derived from the former by replacing the subformula ( $q \rightarrow r$ ) by its logical equivalent ( $\sim q \vee r$ ). Since logically equivalent formulas have the same truth values on every line of their truth tables, they will contribute in the same way to the truth values of larger formulas in which they are embedded. Therefore, the truth value of a larger formula will be unaffected by the substitution of logically equivalent subformulas. This principle is sometimes referred to as the Rule of Substitution.

This rule applies only to the substitution of subformulas, i.e., wff's which are syntactic constituents of a larger formula. It would not be allowed, for example, to convert $(p \&(q \rightarrow r))$ into $(q \&(p \rightarrow r))$, citing the logical equivalence of $(p \& q)$ and ( $q \& p$ ), since $(p \& q$ ) is not a subformula (constituent) of ( $p \&(q \rightarrow r)$ ).

In the following derivation the application of the Rule of Substitution is explicitly noted by "(Sub)" at line 4. This derivation does not achieve a simplification of the original formula but shows how one of the logical equivalences, contraposition, can be established using some of the other ones. $P$ and $Q$ here are arbitrary wffs.

$$
\begin{array}{lll}
\text { (6-5) } & \text { 1. } P \rightarrow Q & \\
\text { 2. } \sim P \vee Q & \text { Cond. } \\
\text { 3. } Q \vee \sim P & \text { Comm. } & \\
\text { 4. } \sim \sim Q \vee \sim P & \text { Compl. (Sub.) } \\
\text { 5. } \sim Q \rightarrow \sim P & \text { Cond. }
\end{array}
$$

Note that essentially the same derivation could have been given to convert ( $p \rightarrow q$ ) into the logically equivalent ( $\sim q \rightarrow \sim p$ ), but since the equivalence holds under any uniform substitutions of formulas for $p$ and $q$, we may as well carry out the derivation for the general case, i.e, as a derivation schema.

### 6.5 Natural deduction

We have shown thus far how statements are combined syntactically, how truth tables represent the semantics of connectives and how we use them to compute the truth value of a complex statement, and how logical laws allow rewriting a statement as a logically equivalent one. We are now ready to take up an analysis of valid patterns of reasoning,

An argument consists of (1) a number of statements called premises, which are assumed to be true, even if just for the sake of the argument, and (2) a statement which is called the conclusion, whose truth is alledged to follow necessarily from the assumed truth of the premises. We are interested in characterizing the valid forms of argument by defining a number of inference rules which guarantee truth preservation (but which may or may not preserve falsehood). An argument is called valid if and only if there is no uniform assignment of truth values to its atomic statements which makes all its premises true but its conclusion false; if there is such an assignment we call the argument invalid

The criterion for validity can be formulated differently, but equivalently, by requiring that, if $P_{1}, P_{2}, \ldots, P_{n}$ are the premises, and $Q$ the conclusion, the statement $\left(\left(P_{1} \& P_{2} \& \ldots \& P_{n}\right) \rightarrow Q\right)$ is a tautology. This is so because the conditional is tautologous just in case there is no possibility of a true antecedent and a false conclusion. Relating the validity of arguments to tautologies allows us to use the laws from the previous section to infer that any uniform substitution for the atomic statements in a valid argument produces another valid argument.

Let's take a simple example of a natural language argument we all intuitively judge to be valid. We use $\therefore$ to indicate the conclusion, read as 'therefore'.

## (6-6) If John loves Mary, then Mary is happy John loves Mary

## $\therefore$ Mary is happy

Translating this argument to the formal language with the following key:
p-John loves Mary,
$q$-Mary is happy,
we have:

$$
\begin{align*}
& p \rightarrow q  \tag{6-7}\\
\therefore & p
\end{align*}
$$

The truth table we constructed as Table 6-11 shows this argument to be valid. The table demonstrates that $q$ is a logical consequence of ( $p \rightarrow$ $q) \& p)$. By the principle of uniform substitution in tautologies, we can say that $(((P \rightarrow Q) \& P) \rightarrow Q)$ is a tautology for any formulas $P$ and $Q$ whatever, and thus

$$
\begin{aligned}
& \text { (6-8) } P \rightarrow Q \\
& \therefore P \\
& \hline Q
\end{aligned}
$$

is a valid argument form It is traditionally called Modus Ponens. Here is a more complicated instance:

$$
\begin{aligned}
\text { (6-9) } \quad & ((\sim(r \vee s) \rightarrow t) \rightarrow(r \& t)) \\
& (\sim(r \vee s) \rightarrow t) \\
\therefore & (r \& t)
\end{aligned}
$$

Here is an example of an invalid argument:


The test of validity by truth table (Table 6-14), shows that the corresponding conditional is not a tautology; thus, it is possible for the premises to be true and the conclusion false, namely, when $p$ is false and $q$ is true.

| $p$ | $q$ | $(p \rightarrow q)$ | $((p \rightarrow q) \& q)$ | $(((p \rightarrow q) \& q) \rightarrow p))$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 |
| 1 | 0 | 0 | 0 | 1 |
| 0 | 1 | 1 | 1 | 0 |
| 0 | 0 | 1 | 0 | 1 |

Table 6-14: Truth table for

$$
(((p \rightarrow q) \& q) \rightarrow p)
$$

An English example which would be translated into the argument in (6-10) is as follows:

## (6-11) If John loves Mary, then Mary is happy Mary is happy

## $\therefore$ John loves Mary

It is easy to see in this simple case that the truth of the premises does not logically imply the truth of the conclusion, but in more complex instances one can sometimes be deluded into thinking that the argument is valid. Such seductive invalid argument forms are called fallacies. This one is known as the fallacy of affirming the consequent. A similar one, the fallacy of denying the antecedent, reasons from $(p \rightarrow q)$ and $\sim p$ to the conclusion $\sim q$.

Although the validity of any argument form may be determined by constructing a truth table, it is often inconvenient to do so, particularly if it contains a large number of elementary statements. An argument which contains five elementary statements would require a truth table of $2^{5}$ or 32 lines, for example.

An alternative is to analyze the argument into a sequence of simpler arguments, and if these simpler arguments have already been shown to be valid, we can be sure that the original argument is also valid. For example, to demonstrate the validity of the argument in (6-12)

we could show that the conclusion follows from the premises by a sequence of two applications of the valid argument form Modus Ponens. This is shown in (6-13).

| (6-13) | 1. $(p \rightarrow(q \rightarrow(r \& s)))$ |
| :--- | :--- |
| 2. | $p$ |
|  |  |
| 3. $q$ |  |
| 4. $(q \rightarrow(r \& s))$ | from lines 1 and 2 by Modus Ponens |
| 5. $(r \& s)$ | from lines 3 and 4 by Modus Ponens |

Simple valid argument forms which can be used in the way we just used

Modus Ponens are known as rules of inference. The seven listed in Table 615 will suffice for all of the arguments we will encounter in this section Like the table of logical equivalences given above, this list is redundant: some of the rules can be derived from others, together with the logical equivalences. As an exercise, the reader may wish to check each one for validity by means of a truth table.

## Rules of Inference

Name $\mathcal{G}$ Abbr.
Form
Example

| Modus Ponens <br> (M.P.) | $P \rightarrow Q$ | If John loves Mary, Mary is happy <br> John loves Mary |
| :--- | :--- | :--- |
|  | $\therefore \bar{Q} \quad \therefore$ Mary is happy |  |


| Modus Tollens <br> (M.T.) | $P \rightarrow Q \quad$If John loves Mary, Mary is happy <br>  | $\therefore \sim Q$ |
| :--- | :--- | :--- |
|  | $\sim P$ | $\therefore$ Mary is not happy |


| Hypothetical <br> Syllogism | $P \rightarrow Q$ | If Fred lives in Paris, then Fred lives in France |
| :--- | ---: | :--- |
| (H.S.) |  |  |$\quad \therefore \frac{Q \rightarrow R}{P \rightarrow R} \quad \therefore$ If Fred lives in France, then Fred lives in Europe


| Disjunctive Syllogism (D.S.) | $\begin{aligned} & P \vee Q \\ \therefore & \sim P \\ \therefore & \end{aligned}$ | Fred lives in Paris, or Fred lives in London <br> Fred does not live in Paris <br> $\therefore$ Fred lives in London |
| :---: | :---: | :---: |
| Simplification (Simp.) | $\therefore \bar{P}$ | Roses are red, and violets are blue <br> $\therefore$ Roses are red |
| Conjunction (Conj.) | $\begin{gathered} P \\ \therefore \\ \hline P \& Q \end{gathered}$ | Roses are red. <br> Violets are blue. <br> $\therefore$ Roses are red, and violets are blue |
| Addition <br> (Add.) | $\therefore \frac{P}{\overline{P \vee Q}}$ | Roses are red <br> $\therefore$ Roses are red, or cigarettes are a health h |

Table 6-15: Common rules of inference for statement logic

Here is an example of an argument using these rules The lines are numbered for convenience in referring to them, and every line other than the premises is justified by a rule of inference and the lines used by that rule.
(6-14) 1. $p \rightarrow q$
2. $p \vee s$
3. $q \rightarrow r$
$4 s \rightarrow t$
$5 \sim r$
$6 \sim q \quad 3,5 \mathrm{M} \mathrm{T}$.
7. $\sim p \quad 1,6 \mathrm{MT}$
8. $s \quad 2,7 \mathrm{D}$ S
9. $t$ 4,8 M.P.

The derivation in (6-14) is said to be a proof of $t$ from the premises in lines 1-5. Since the premises also logically imply the statements in lines 6,7 , and 8 , these have also been proved, and in fact we could have stopped after any one of these lines and called the derivation a proof of $\sim q, \sim p$, or $s$; it all depends on where we focus our attention. Note, however, that given some premises and an alleged conclusion, we are not assured that there is some derivation leading from the premises to that conclusion (there won't be when the argument form is invalid), and even when there is one, we cannot be sure that we will be able to find it. On the other hand, given an alleged proof such as (6-14), it is a simple matter to check whether it is in fact a proof by verifying the derivation of each line In general, logic provides us with methods for checking proofs but not for discovering them. It is true that in statement logic one can always determine whether a given conclusion follows from given premises (we could always construct the truth table for the corresponding conditional), but in more complex systems such as that of the next chapter there is no general method for determining this.

Here is a more challenging proof, whose difficulty resides in the fact that the premises are not of the right form to apply any rule of inference directly.
(6-15) Prove $(p \rightarrow q)$ from the premises $(p \rightarrow(q \vee r))$ and $\sim r$.

1. $(p \rightarrow(q \vee r))$
2. $\sim r$
3. $\sim p \vee(q \vee r) \quad 1$ Cond.
4. $(\sim p \vee q) \vee r \quad 3$ Assoc.
5. $r \vee(\sim p \vee q) 4 \mathrm{Comm}$
6. $\sim p \vee q \quad 2,5 \mathrm{D} . \mathrm{S}$
7. $p \rightarrow q \quad 6$ Cond.

By converting the first premise to an equivalent statement by the Conditional, Associative and Commutative Laws, we are finally able to apply D.S as the sole rule of inference in this proof. Recall that substitution of logical equivalents preserves truth value, and so in particular it preserves truth. Thus, in a proof we can never pass from truth to falsity by replacing a formula by its logical equivalent, and validity will not be affected.

The following proof makes use of the Rule of Substitution in deriving logical equivalents:
(6-16) 1. $\sim(p \rightarrow \sim q)$
2. $\sim r$
3. $\sim(\sim(p \& \sim \sim q)) \quad 1$ Cond (Sub.)
4. $(p \& \sim \sim q) \quad 3$ Comp.
$5 .(p \& q) \quad 4$ Comp. (Sub.)
6. $((p \& q) \& \sim r) \quad 2,5 \mathrm{Conj}$
7. $(p \&(q \& \sim r)) 6$ Assoc.
8. $(p \& \sim \sim(q \& \sim r)) 7$ Comp. (Sub.)
9. $(p \& \sim(q \rightarrow r)) \quad 8$ Cond. (Sub.)
(Henceforth we will not mention the Rule of Substitution explicity in the annotation of a proof but merely refer to the logical equivalence used in deriving that line.)

### 6.5.1 Conditional Proof

Certain proofs whose conclusions contain a conditional as the main connective are more easily proved by a method of conditional proof. Suppose an argument has $P_{1}, P_{2}, \ldots, P_{n}$ as premises and $Q \rightarrow R$ as conclusion. In a conditional proof we add the antecedent $Q$ of the conclusion as an additional auxiliary premise and then from $Q$ together with the other premises derive
$R$. The conditional proof is concluded by cancelling the auxiliary premise $Q$ and writing the conclusion $Q \rightarrow R$. The validity of this method of proof is based on the fact (which you should check for yourself) that

$$
\left(\left(P_{1} \& P_{2} \& \ldots \& P_{n}\right) \rightarrow(Q \rightarrow R)\right)
$$

is logically equivalent to

$$
\left.\left(\left(P_{1} \& P_{2} \& \quad . \quad \& P_{n} \& Q\right) \rightarrow R\right)\right)
$$

(where $P_{1}, \ldots, P_{n}, Q$, and $R$ are any wff's.) As an example we construct a conditional version of ( $6-15$ ).
(6-17) Prove $(p \rightarrow q)$ from the premises $(p \rightarrow(q \vee r))$ and $\sim r$.

| 1. | $(p \rightarrow(q \vee r))$ |  |
| :--- | :--- | :--- |
| 2. | $\sim r$ |  |
| 3. | $p$ | Auxiliary Premise |
| 4 | $q \vee r$ | 1, 3 M.P. |
| 5. | $r \vee q$ | 4 Comm. |
| 6. | $q$ | 2, 5 D S |
| 7. | $p \rightarrow q$ | 3-6 Conditional Proof |

In writing a conditional proof we indicate with a bar each line which is based on the auxiliary premise in order to remind ourselves that we are working under a special additional assumption. A conditional proof must always cancel that auxiliary premise by the rule of Conditional Proof before ending the entire proof It is for obvious reasons forbidden to use any lines of the conditional part of the proof after this cancellation. The following proof shows how conditional proofs may be embedded
(6-18) Prove $((q \rightarrow s) \rightarrow(p \rightarrow s))$ from $(p \rightarrow(q \& r))$

| 1. | $(p \rightarrow(q \& r))$ |  |
| :---: | :---: | :---: |
| 2. | $q \rightarrow s$ | Auxiliary Premise |
| 3. | \| $p$ | Auxiliary Premise |
| 4 | $q \& r$ | 1, 3 M P. |
| 5. | $q$ | 4 Simpl. |
| 6. | $s$ | 2, 5 M.P. |
| 7 | $p \rightarrow s$ | 3-6 Conditional Proof |
|  | $((q \rightarrow s) \rightarrow(p \rightarrow s))$ | 2-7 Conditional Proof |

Comparable restrictions apply in more deeply embedded conditional proofs. The exit from one level to the next higher one is always accompanied by the formation of a conditional whose antecedent is the auxiliary premise from the lower level and whose conclusion is the formula just derived (see line 7 in ( $6-18$ ), for example). Using lines from lower levels in lines of the proof at higher levels is also forbidden (e.g., $q$ in line 5 is not available for use after we leave the lowest level at line 7). Note, however, that lines from higher levels are available in lower levels (e.g., line 1 is used in the derivation of line 4)

Auxiliary premises can be any wff whatsoever, so long as they prove useful towards our final goal. In (6-18) the statement $s$ did not occur anywhere in the initial premise, but it is perfectly legitimate as part of an auxiliary premise.

### 6.5.2 Indirect Proof

The inferences we have introduced up till now are direct proofs: the conclusion is produced as the final line of the proof by a series of valid inferences. In an indirect proof, we introduce the negation of the desired conclusion as an auxiliary premise and reason to a contradiction. Given the assumption that the other premises are all true, this contradiction shows that the auxiliary premise to be false, so its positive form, $i$ e., the desired conclusion, must be true. This is the method of proof we have called reductio ad absurdum. We now have the means to make this reasoning formally precise as a rule of inference. It is a special form of conditional proof, as it uses an auxiliary premise, but that auxiliary premise is not chosen freely; rather it is the negation of the desired conclusion. The conclusion is not necessarily of conditional form, and may even be atomic Here is an example of reductio ad absurdum:
(6-19) Prove $p$ from $(p \vee q),(q \rightarrow r)$ and $\sim r$

| 1. | $p \vee q$ |  |
| :--- | :--- | :--- |
| 2. | $q \rightarrow r$ |  |
| 3. | $\sim r$ |  |
| 4. | $\sim p$ | Auxiliary Premise |
| 5. | $q$ | 1, 4 D. S. |
| 6. | $r$ | 2, $5 \mathrm{M} . \mathrm{P}$ |
| 7. | $r \& \sim r$ | 3, 6 Conj |
| 8. | $p$ | 4-7 Indirect Proof |

Line 7 is a contradiction, and hence the auxiliary premise in line 4 is false
Indirect proof can be shown to be a special form of conditional proof in the following way. Adding the auxiliary premise $\sim p$ in the proof above, for example, we derive ( $r \& \sim r$ ) By the rule of conditional proof we get $(\sim p \rightarrow(r \& \sim r))$. As the next line we add the tautology $\sim(r \& \sim r)$ : a tautology can be written down as a valid step anywhere in any proof since it can never be false Then we derive $\sim \sim p$ by Modus Tollens and then $p$ by the Complement Law.

Indirect proofs can have other indirect proofs and conditional proofs embedded in them, and likewise they can be embedded in conditional proofs. In all such cases, lines from a more deeply embedded section cannot be assumed true in a less deeply embedded section.

Indirect proofs are used very frequently in mathematics, where they are often much easier to construct than a direct proof. We encountered an instance of it, for example, in showing that the null set is a subset of every set. By assuming the negation of this statement, we were led to the conclusion that the null set has a member, which, taken with the definition of the null set, forms a contradiction. Thus, the assumption that the null set is not a subset of every set reduces to an absurdity and cannot be maintained.

### 6.6 Beth Tableaux

In current research in theoretical computer science and logic, machines are being developed which automatically prove theorems, so called 'theorem provers'. The main motivation is to simulate human theorem provers (which you are becoming). But a straightforward implementation of the proof procedures we have introduced for this elementary logical system is not possible. If you attempt to derive a statement mechanically from a given set of premises, you may start trying to substitute equivalent statements for the premises or for parts of them. It is obviously not feasible to check all possible substitutions as there are infinitely many equivalent statements to consider. You rely often on a certain intuition or heuristic to determine which statements are particularly useful to try and which are not. At present, such heuristics are too little understood to consider implementing them in an automated theorem prover. But if there is a clear procedure to list all substitutions that should be taken into account for any given statement to be proven, its derivation from the premises becomes feasible also for a machine. Such a procedure exists and is known as the Beth method of Semantic Tableaux,
after the Dutch logician Evert Beth The finite number of substitutions this method needs in deducing a statement are:

## 1. the statement itself

2. all of its constituent statements
3. certain simple combinations of these statements, depending on the given premises.

It is one of the most attractive features of (closed) semantic tableaux, considered as a method of proof, that all statements which appear in a proof of a statement $P$ are constituent statements of $P$. In this section we will present the method for statements, and in the next chapter we will extend the method to include some of the internal structure of statements.

Beth Tableaux are based on the idea that a conditional statement is proven when all attempts to find a counterexample, falsifying its consequent while verifying its premises, are shown to fail If there is a counterexample, this method will find it, and what is more, if there is no counterexample, we will always find out after a finite number of steps. A proof consists always of a number of premises $P_{1} \& P_{2} \& \ldots \& P_{n-1}$ and the conclusion $P_{n}$, connected by the conditional connective. A Beth Tableau attempts to make the premises true and the conclusion false, hence making the entire statement $\left(\left(P_{1} \& P_{2} \& \ldots \& P_{n-1}\right) \rightarrow P_{n}\right)$ false. If it is not successful, the tableau is 'closed', and no interpretation of the substatements provides a counterexample to the validity of the argument. But if it is successful, the tableau will show how to construct a counterexample. The procedure is quite simple, and we will introduce it by some elementary examples before giving the complete set of rules for construction of tableaux.

Example 1. Prove $\sim \sim p$ from $(p \& q)$.
The notation of Beth Tableaux we use here is as follows:

1) Set up two columns, separated by a straight vertical line (use plenty of paper in the beginning, a tableaux might turn out to be rather more complex than you anticipated).
2) Write TRUE on the left and FALSE on the right side of the line.
3) Insert the premise(s) under TRUE on line 1, and the conclusion under FALSE

|  | TRUE |
| :---: | :---: |
| 1. | FALSE |
| $(p \& q)$ | $\sim \sim p$ |

We reason as follows, knowing the semantics of the connectives from their truth tables. If the premise is ( $p \& q$ ), then this is assumed to be true in any attempt to prove the conclusion $\sim \sim p$ from it Since a conjunction can only be true when both its constituent formulas are true, we can infer that $p$ is true and that $q$ is true. That information we write on the next two lines.

| 2. | $p$ |
| :--- | :--- |
| 3. | $q$ |

Since we have only atomic statements under TRUE now, we have to turn to the statement under FALSE to develop the tableau further. We reason that since the double negation is false, a single negation must be true, because negation simply reverses the truth value of any statement That is recorded by inserting $\sim p$ under TRUE on the next line.

$$
\text { 4. } \sim p \quad \mid
$$

If a negation is true, that statement without that negation must be false, for the same reason that motivated step 4 . So we now get
$5 \quad \mid \quad p$

We have only atomic statements now, and the tableau cannot be further developed. But if we look back to the information we have extracted from the given premise and conclusion, we see that on line 2 we inferred that $p$ is true, but on line 5 that the same statement $p$ is false But that is impossible, given the central assumption of logic that a statement cannot be both true and false at the same time. So the otherwise sound reasoning we used in developing the tableau has led us into a contradiction! You may now think that hence the tableau method is of no use at all, but then you jump to conclusions too rashly. For we have set up the tableau from the beginning under a certain assumption: namely, that there exists an assignment of truth values which verifies the premises and falsifies the conclusion. That is why we put the premise under TRUE and the conclusion under FALSE. On that assumption, we ran into a contradiction, just as in a reductio ad absurdum proof This means that our assumption was illegitimate to start with. In other words, there is no way to make the premise true and the conclusion false, i.e there is no counterexample to the claim that the conclusion follows validly from the premise. The tableaux which run into contradiction by having one and the same statement listed under TRUE and under FALSE
are 'closed' by writing a double line under both sides of the tableau. Note that the statement which gives closure does not have to be atomic, as it is in this simple example. Any complex statement which is supposedly both true and false leads to a contradiction, giving closure. The entire tableau for this example is as follows:

|  | TRUE | FALSE |
| :---: | :---: | :---: |
| 1. | $(p \& q)$ | $\sim \sim p$ |
| 2. | $p$ |  |
| 3. | $q$ |  |
| 4. | $\sim p$ |  |
| 5. |  | $p$ |
|  | $======$ | $======$ |

To show which connective is 'decomposed' in a line, we can annotate each line after the first one with the connective symbol subscripted to the line number, indicating also whether it occurs under TRUE or under FALSE The above tableau would have had respectively $2 \& T, 3 \& T, 4 \sim F$ and $5 \sim T$. It is a good practice to annotate the following examples for yourself in this way.

Example 2 Prove $\sim p \vee q$ from $\sim(p \rightarrow q)$
To make the premise $\sim(p \rightarrow q)$ true and the conclusion $\sim p \vee q$ false, we open the tableau as follows:

$$
\begin{array}{cc|c} 
& \text { TRUE } & \text { FALSE } \\
\text { 1. } & \sim(p \rightarrow q) & \sim p \vee q
\end{array}
$$

Next the statement $\sim p \vee q$ is simplified giving rise to lines 2 and 3


These lines are motivated by the truth table for disjunction, which tells us that a disjunction is false only when both disjuncts are. Now 2 can be simplified, since a negation is false when the statement without negation is true. So the next step is
4.


Similarly the premise can be simplified by cancelling the negation and listing the statement without negation under FALSE
5.

$$
(p \rightarrow q)
$$

We know that a conditional statement is false just in case its antecedent is true and its consequent is false. So from 5 we get to

$$
\begin{array}{ll|l}
\text { 6. } & p & \quad q
\end{array}
$$

Now all statements have been simplified and no complex statements remain The tableau shows that when we interpret the atomic statement $p$ as true and the atomic statement $q$ as false, we obtain a counterexample to the original statement $\sim(p \rightarrow q) \rightarrow \sim p \vee q$. This claim can be verified with the quick falsification method based on truth tables:

$$
\begin{array}{ccccccc}
\sim(p & \rightarrow & q) & \vec{~} & \sim p & \vee & q \\
11 & 0 & 0 & 0 & 01 & 0 & 0
\end{array}
$$

When one and the same atomic statement occurs on both sides of the tableau, we assume that no counterexample can be based on it This is obviously based on the law that a statement cannot be both true and false.

Example 3 is an illustration of a closing tableau, proving the statement $q \rightarrow \sim p \vee q$ valid.

Example 3. Prove $\sim p \vee q$ from $q$

|  | TRUE | FALSE |
| :--- | :---: | :---: |
| 1. | $q$ | $\sim p \vee q$ |
| 2. |  | $\sim p$ |
| 3. |  | $q$ |
|  | $=======$ | $======$ |

Closure obtained on the statement $q$ is indicated by the $=======$ line on both sides. If there is a non-atomic statement on either side after closure which may still lead to simplification, this only means that the truth value of that statement does not matter to the validity of the entire sentence, as is clearly the case in this example for $\sim p$. Hence closed tableaux may still contain complex statements, but we cannot and need not apply any more rules to them

The construction of tableaux may get more complex when there are alternative interpretations to consider. For instance, when a disjunction $p \vee q$ is true, then $p$ may be true or $q$ may be true (or both). In such cases the
tableau will split into alternative interpretations. Consider the tableau for $(\sim p \vee q) \rightarrow(p \rightarrow q)$

Example 4.


Lines 2 and 3 are just as in Example 1. Line 4 leads to a split into subtableaux $4_{1}$ and $4_{2}$, since the disjunction may be true on the basis of the truth of either disjunct Each disjunct is hence entered into its 'own' subtableau and we simplify and check for possible closure of each subtableau. In 4, the second subtableau is closed on each side as $q$ occurred under FALSE in 3 Then 5 simplifies the true negation $\sim p$, and again this subtableau closes since $p$ occurred under TRUE in 2 .

A (sub)tableau closes only if a statement occurs both under TRUE and under FALSE. A complex tableau closes only if all its subtableaux close If we do not obtain such a statement on both sides in the tableau construction, then we find an assignment of truth values to the atomic statements which constitutes a counterexample to the alledged validity of the tested statement The entire method of construction is given by the following construction rules.

## Construction Rules for Beth Tableaux

If statement occurs under If statement occurs unde TRUE FALSE
negation $\sim p \quad$ put $p$ under FALSE
conditional $\quad p \rightarrow q$ SPLIT!
put $q$ under TRUE, and $p$ under FALSE
conjunction $p \& q$ put $p$ and $q$
under TRUE
disjunction $\quad p \vee q$ SPLIT!
put $p$ under TRUE
and $q$ under TRUE

SPLIT!
put $p$ under FALSE and $q$ under FALSE
put $p$ and $q$ under FALSE

Note that the development of one open subtableau suffices to find a counterexample. In constructing subtableaux all statements from the earlier steps in the tableau before it split count in finding closure possibilities. In general, it is a good strategy to apply splitting rules only after you have used all other applicable rules.

Here is an example of a tableau which splits twice
Example 5. Prove $(p \& q)$ from $(p \rightarrow q)$

| TRUE$(p \rightarrow q)$ |  | $\begin{aligned} & \text { FALSE } \\ & (p \& q) \end{aligned}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2. $2_{1}$ | 22 | $2_{1}$ | $p$ | 22 | $q$ |
| 3. $3.11 q \mid 3.12$ | $3_{21} q$ \| 32.2 | $3_{1,1}$ | $3{ }_{12} \mathrm{p}$ | 321 | $3.22 p$ |

The split on the second line is constructed by the false conjunction, which makes each of the two conjuncts false. The next line continues this split, and introduces a second split by the true conditional, which makes the consequent true and the antecedent false. Since we have to consider this situation under each of the two assumptions in line 2, we split each subtableau and apply the rule for a true conditional in each subtableau. In attempting to close any subtableau, all statements that occur on lines above a given subtableau must be taken into consideration. The subscripting of subtableaux indicates which higher subtableaux are relevant, eg., in this example $2_{2}$ is relevant to $3_{21}$, but $2_{1}$ is not relevant to $3_{2.2}$. Closure can only be obtained for the subtableau $3_{21}$, hence we obtain the following counterexamples:

1) $p=0$ and $q=1$
2) $p=0$ and $q=1$ or 0
3) $p=0$ and $q=0$

In each of these cases the premise of this example is true and the conclusion false.

The method of semantic tableaux for the logic of statements constitutes a 'decision procedure' for the validity of statements. This notion will be central in Chapter 8, but we may make a few preliminary remarks about it in the context of the tableau construction. Any statement consists of a finite number of connectives and atomic statements. The rules guarantee that any tableau construction comes to an end: it either closes or it provides a counterexample. Any tableau hence consists of a finite number of steps corresponding to the number of connectives in the statement tested, and a circular or looping tableau is never possible. The only respect in which the procedure is not fully automatic yet is in the order of application of the rules.

## Exercises

1. Translate the following sentences into statement logic. Use lower case letters for atomic statements and give the "key" to the translation, i.e, say which atomic statements are the correspondents of which English sentences. (In some cases you may want to use a syntactically different version of the English sentence.) Example: "If John is at the party, then Mary is, too." Translation: $(p \rightarrow q)$ Key: $p$ : "John is at the party"; $q$ : "Mary is at the party"
(a) Either John is in that room or Mary is, and possibly they both are.
(b) The fire was set by an arsonist, or there was an accidental explosion in the boiler room.
(c) When it rains, it pours
(d) Sam wants a dog, but Alice prefers cats
(e) If Steve comes home late and has not had any supper, we will reheat the stew.
(f) Clarence is well educated only if he can read Chuvash.
(g) Marsha won't go out with John unless he shaves off his beard and stops drinking.
(h) The stock market advances when public confidence in the economy is rising and only then.
(i) A necessary but perhaps not sufficient condition for negotiations to commence is for Barataria to cease all acts of agression against Titipu

In each case say what, if anything, has been "lost in translation"; that is, what semantic properties of the English sentence are not represented in the logical formula.
2. The following sentences contain various sorts of ellipsis, so that some of the connectives appear not to be connecting whole statements. Reformulate them so that the connectives connect statements (using different connectives if necessary) and translate into symbolic notation as above.
(a) John and Bill are going to the movies, but not Tom
(b) Susan doesn't like squash or turnips.
(c) If neither Peter nor Fred is going to the party, then neither will I
(d) If Mary hasn't gotten lost or had an accident, she will be here in five minutes.
(e) A bear or a wolf frightened the boys.
(f) A party or a softball game would have amused the children
3. Let $p, q$ and $r$ be true and let $s$ be false. Find the truth values of the following statements.
(a) $((p \& q) \& s)$
(b) $(p \&(q \& s))$
(c) $p \rightarrow s$
(d) $s \rightarrow p$
(e) $((p \& q) \leftrightarrow(r \& \sim s))$
(f) $(p \rightarrow(q \leftrightarrow(r \rightarrow s)))$
4. Construct truth tables for each of the following statements. Note whether any are logically equivalent
(a) $(p \vee \sim q)$
(b) $\sim(\sim p \& q)$
(c) $((p \leftrightarrow q) \& p)$
(d) $((p \rightarrow(q \vee \sim r)) \&(p \rightarrow(q \vee \sim r)))$
(e) $(((p \rightarrow q) \rightarrow p) \rightarrow q)$
5. For each of the following, use the "quick falsification" method to find an assignment of truth values to the atomic statements which makes the entire statement false.
(a) $(p \vee q)$
(b) $((p \vee q) \rightarrow(p \& q))$
(c) $(\sim(\sim q \vee p) \vee(p \rightarrow q))$
(d) $((((p \rightarrow q) \rightarrow r) \rightarrow s) \rightarrow(p \rightarrow q))$
(e) $(((p \vee q) \&(r \& s)) \leftrightarrow(((p \& q) \& r) \& s))$
6. Let $p, q$ and $r$ be atomic statements. Which of the following are tautologies, contradictions or contingent statements?
(a) $(p \vee \sim p)$
(b) $(p \vee q)$
(c) $((p \& q) \rightarrow(p \vee r))$
(d) $(\sim p \& \sim(p \rightarrow q))$
(e) $((p \vee r) \rightarrow \sim p)$
7. Certain of the logical connectives can be defined in terms of others. For example, $(p \rightarrow q)$ can be defined as an abbreviation for $(\sim p \vee q)$, since the two statements are logically equivalent. Hence, all formulas containing the connective $\rightarrow$ could be replaced by formulas containing $\vee$ and $\sim$.
(a) Define $\rightarrow$ in terms of $\&$ and $\sim$.
(b) Define \& in terms of $V$ and $\sim$.
(c) Define $\leftrightarrow$ in terms of $\rightarrow$ and \&
(Thus, the five connectives could ultimately be reduced to two: $\checkmark$ and $\sim$ ).
(d) Show how the five connectives could be reduced to just \& and $\sim$.
8. Use the laws in Table 6-12 to reduce each of the following statements to the simplest equivalent statement.
(a) $(\sim p \vee(p \& q))$
(b) $((\sim p \& q) \vee \sim(p \vee q))$
(c) $(\sim p \&((p \& q) \vee(p \& r)))$
(d) $((\sim p \& q) \leftrightarrow(p \vee q))$
(e) $(((p \vee q) \&(r \vee \sim q)) \rightarrow(p \vee r))$
9. Give a formal proof of validity for each of the following argument forms (A conditional or indirect proof will be much easier in some.)
(a) $\quad p \rightarrow q$
$q \rightarrow r$
$\therefore \frac{\sim r}{\sim p}$
(c) $p \vee q$
$\sim q$
$r \rightarrow \sim p$
$\therefore \sim r$
(e) $\sim p \vee q$
$\sim q \& r$
$\sim(p \vee q) \rightarrow s$
$\therefore r \& s$
(b) $p$
$\therefore \quad \begin{aligned} & \sim r \\ & \sim(p \& \sim r) \rightarrow q \\ & q\end{aligned}$
(d) $p \rightarrow \sim q$
$r \rightarrow q$
$\therefore \stackrel{\sim r \rightarrow s}{p \rightarrow s}$
(f) $\quad p \vee(q \& r)$
$\sim t$
$(p \vee q) \rightarrow(s \vee t)$
$\therefore \frac{\sim p}{r \& s}$
(h) $\quad \sim p \rightarrow q$
$r \rightarrow(s \vee t)$
$s \rightarrow \sim r$
$p \rightarrow \sim t$
$\therefore \overrightarrow{r \rightarrow q}$
(g) $\quad p \leftrightarrow q$
$\sim p$
$(q \& \sim r) \vee t$
$\therefore \frac{(s \vee t) \rightarrow r}{r \& \sim q}$
(i) $\quad p \rightarrow(q \& r)$
$q \rightarrow s$
$r \rightarrow t$
$(s \& t) \rightarrow \sim u$
$\therefore \frac{u}{\sim p}$
(j) $\quad p \rightarrow q$
$r \rightarrow s$
$\sim q \vee \sim s$
p
$\therefore \frac{(t \& u) \rightarrow r}{\sim t \vee \sim u}$

```
(k) \(\quad(p \& q) \rightarrow(p \rightarrow(r \& s))\)
\((p \& q) \& u\)
    \(\therefore r \vee s\)
```

|  | $p$ |
| ---: | :--- |
|  | $(p \& q) \vee(p \& r)$ |
|  | $(p \vee q) \rightarrow \sim r$ |.

10. Express the following arguments in symbolic form, and determine whether they are valid.
(a) The butler or the cook or the chauffeur killed the baron. If the cook killed the baron, then the stew was poisoned, and if the chauffeur killed the baron, there was a bomb in the car. The stew wasn't poisoned, and the butler didn't kill the baron. Therefore, the chauffeur killed the baron.
(b) If the subject has not understood the instructions or has not finished reading the sentence, then he has pressed the wrong button or has failed to answer. If he has failed to answer, then the timer hasn't stopped. The subject has pressed the right button, and the timer has stopped. Therefore, the subject understood the instructions.
(c) If the pressure is 1 atm , the water is boiling only if the temperature is at least $100^{\circ} \mathrm{C}$ If the pressure is 1 atm , then the water is frozen only if the temperature is at most $0^{\circ} \mathrm{C}$. The pressure is 1 atm and either the temperature is at least $100^{\circ} \mathrm{C}$ or it is at most $0^{\circ} \mathrm{C}$. The water is not boiling. Therefore, the temperature is at most $0^{\circ} \mathrm{C}$.
(d) If I am honest, then I am naive. Either I am honest or naive, or else Sam was right and that magazine salesman is a crook. I am not naive, and that magazine salesman is certainly a crook. Therefore, Sam was right.
(e) A certain consonantal segment, if it occurs initially, is prevocalic, and if it is noninitial, it is voiceless. If it is either prevocalic or voiceless, it is continuant and strident. If it is continuant, then if it is strident, it is tense. If it is tense, then if it occurs initially, it is palatalized. Therefore, the segment is palatalized and voiceless.
11. Let the set $S=\{p,(p \vee q),(p \vee p),(p \vee \sim p),(p \&(q \vee \sim q))$, $(\sim q \rightarrow p),(p \rightarrow(q \rightarrow p)),(\sim p \rightarrow q),(p \vee(q \& \sim q)),(p \vee(q \vee \sim q))\}$. Let the relation $R=\{\langle x, y\rangle \mid x \in S$ and $y \in S$ and $x \Leftrightarrow y\}$
(a) Show that $R$ is an equivalence relation.
(b) Find the equivalence classes into which $R$ partitions $S$.
12. Construct Beth tableaux to test the validity of each of the following arguments:
(a) $p \rightarrow(q \rightarrow r))$
$\frac{\sim(\sim p \vee r)}{p \& \sim q}$
(b) $p \rightarrow q$
$\frac{q \& r}{p \& q}$
(c) $(p \rightarrow q) \&(s \vee t)$
$t \rightarrow q$
$\overline{(p \rightarrow q) \vee \sim(s \rightarrow q)}$
13. Expressions in the propositional calculus may be written in "Polish parenthesis-free notation," which places the connective to the left of the propositions it connects rather than between them In this notation the connectives are N (negation), A (alternation), K (conjunction), C (conditional), and E (biconditional). The last four extend over the next two well-formed expressions to the right; negation extends over only one. The expressions in standard notation in the left column below would written in Polish notation as shown in the right column.

| Standard | Polish |
| :--- | :--- |
| $\sim p$ | $\mathrm{~N} p$ |
| $p \vee q$ | $\mathrm{~A} p q$ |
| $p \& q$ | $\mathrm{~K} p q$ |
| $p \rightarrow q$ | $\mathrm{C} p q$ |
| $p \leftrightarrow q$ | Epq |
| $(p \& q) \vee r$ | $\mathrm{AK} p q r$ |
| $p \&(q \vee r)$ | $\mathrm{K} p \mathrm{~A} q r$ |

Observe that parentheses are unnecessary in Polish notation to distinguish between formulas such as $(p \& q) \vee r$ and $p \&(q \vee r)$.
(a) Translate into Polish notation:
(i) $((p \vee q) \&(q \vee r)) \&(p \vee s)$
(ii) $(\sim p \&(\sim p \rightarrow q)) \rightarrow q$
(iii) $(p \vee q) \rightarrow((r \leftrightarrow s) \& p)$
(b) Translate into standard notation:
(i) $\mathrm{A} p \mathrm{CKN} p \mathrm{~N} q \mathrm{~K} p \mathrm{E} q r$
(ii) KANKAKEEpqrspqrs
(iii) NCAKEpqrst
(c) Express DeMorgan's Laws in Polish notation.

## Chapter 7

## Predicate Logic

### 7.1 Syntax

We now turn to the second of the logical languages we will examine: predicate logic. In it we will be able to analyze arguments such as (5-1) and (5-2) as well as all the arguments of the statement calculus.

In predicate logic an elementary statement can be composed of a predicate and a number of terms. For example, $H(s)$ contains a (one-place) predicate $H$ and the term $s$; the statement $L(j, m)$ is composed of a (twoplace) predicate $L$ and two terms, $j$ and $m$. The former might serve, for example, as the translation of Socrates is human, where Socrates is represented by $s$ and is human by the predicate $H$. Similarly, $L(j, m)$ might be the predicate logic counterpart of John loves Mary.

Predicates are specified as one-place, two-place, etc. according to the number of terms they require to form a statement. In the examples above, $H$ was one-place and $L$ was two-place. Combining a predicate with the wrong number of terms results in an expression which is not well formed, e.g., $H(j, m) ; L(s)$. Predicates will typically be represented by upper case letters but will not ordinarily carry any explicit indication of the number of terms they require. There is no limit on the number of places for a predicate so long as the number is finite

We should note here, incidentally, that a predicate in the logical language need not correspond to a predicate in the grammatical sense in a natural language. Although the (logical) predicate $H$ above was used to translate the (grammatical) predicate is human in the sentence Socrates is human,
the logical predicate $L$ corresponds to the transitive verb loves in John loves Mary, and indeed nothing prevents us from translating John loves Mary into predicate logic as $G(m)$, where $G$ is a one-place predicate corresponding to John loves, which presumably is not a grammatical constituent at all.

Terms come in two varieties. The first is individual constants exemplified by $s, m$, and $j$ above. As the name suggests, in the semantics of the predicate logic these will denote specific individuals, and in translating natural language statements they will typically show up as the correspondents of proper names such as John, Mary, and Socrates. The second kind of term is the individual variable (or simply variable), for which we use lower case letters from the end of the alphabet- $v, w, x, y, z$-with primes and/or subscripts attached if we need to mention more of them. When a predicate is combined with one or more variables, e.g., $H(x), L(m, y)$, the result is not a statement but an expression called an open statement or propositional function.

An open statement can be made into a statement by prefixing an appropriate number of quantifiers, thus: $(\forall x) H(x),(\exists y) L(m, y)$. The universal quantifier is denoted by $\forall$ and is the correspondent of English expressions such as all, each, and every. The existential quantifier, represented by $\exists$, corresponds to some (in the sense of "at least one, possibly more"). The $x$ written alongside the universal quantifier in $(\forall x) H(x)$ indicates that the quantification is with respect to that variable in the expression which follows. This labelling of quantifiers is necessary since an expression may in general contain more than one quantifier and more than one variable. For example, in $(\forall x)(\exists y) L(x, y)$ the first position in $L(x, y)$ is universally quantified and the second existentially, but in $(\exists x)(\forall y) L(x, y)$ it is the other way around,

Letting $H$ correspond once again to is human, we might gloss $(\forall x) H(x)$ as Every individual is human or Everything is human. $(\exists x) H(x)$ would correspond to Some (at least one) individual is human, or briefly, Something is human. Letting $m$ correspond to Mary and $L$ to loves, $(\exists y) L(m, y)$ could be the translation of There is at least one individual whom Mary loves, or more briefly, Mary loves something (or someone, if all individuals we happen to be talking about are human). Similarly, $(\forall y) L(m, y)$ would correspond to Mary loves every individual, or, again, if all the individuals happen to be human, Mary loves everyone.

Note incidentally that in many instances the particular choice of variable letters is not important. Instead of $(\forall x) H(x)$ we could equally well have written $(\forall y) H(y)$ or $(\forall z) H(z)$, etc. Similarly, $(\exists x) L(m, x)$ would do
just as well as $(\exists y) L(m, y)$. Of course when more than one variable is involved, we must use different letters for variables which may be distinct, e.g., in $(\forall x)(\exists y) L(x, y)$. To write $L(x, x)$ and then quantifiy, say existentially, to produce $(\exists x) L(x, x)$ would give a statement which we might gloss as There is at least one individual which loves itself (or himself). Here the same term, $x$, occupies both positions required by the two-place predicate L. In $(\exists x)(\forall y) L(x, y)$, There is at least one individual who loves every individual, the $x$ and the $y$ may take on values which are distinct individuals but they may also be the same; indeed, this statement will be true only if there is at least one individual who loves every individual, including that individual itself (or himself) Still, we should keep in mind that the choice of variable letter is immaterial so long as the same quantifiers are associated with the same predicate positions; i e., $(\exists y)(\forall x) L(y, x)$ is an alphabetic variant of $(\exists x)(\forall y) L(x, y)$; but $(\exists y)(\forall x) L(y, x)$ and $(\exists x)(\forall y) L(y, x)$ would not be alphabetic variants because the quantifiers are associated with different positions in the predicate $L$.

We will return to further details of the use of quantifiers and variables below, but let us now observe that statements and open statements may be joined by the connectives $\sim, \&, \vee, \rightarrow$, and $\leftrightarrow$; for example:

$$
\begin{align*}
\text { (i) } & \sim H(x)  \tag{7-1}\\
\text { (ii) } & \sim H(s) \\
\text { (iii) } & ((\forall x) H(x) \& L(j, m)) \\
\text { (iv) } & (\sim H(s) \rightarrow \sim(\forall x) H(x))
\end{align*}
$$

Expressions (ii), (iii), and (iv) might translate, respectively, Socrates is not human, Everything is human and John loves Mary, and If Socrates is not human, then not everything is human. Formula (i) is not a statement but an open statement since it contains an unquantified variable, and, not being a statement, it would presumably not serve as the translation of any declarative English sentence (perhaps He is not human, where the referent of he is not specified would come closest).

An open statement, even if internally complex, may always have quantifiers prefixed, so we may, if we choose, convert $\sim H(x)$ into $(\forall x) \sim H(x)$ or ( $\exists x) \sim H(x)$ (corresponding to Every individual is not human - which is ambiguous for many speakers, but the intended sense here is that each individual fails to be human - and At least one individual is not human, respectively.)

Now that we have informally introduced the syntax of the language of predicate logic by illustration and example, we give a precise formulation of the syntactic rules.

The vocabulary consists of
(i) individual constants: $j, m$,
(ii) individual variables: $x, y, z$, (sometimes subscripted)

The individual constants and variables together are called the set of terms.
(iii) predicates: $P, Q, R, \ldots$, each with a fixed finite number of argument places, called its arity.
(iv) the five connectives of the logic of statements: $\sim, \vee, \&, \rightarrow, \leftrightarrow$
(v) two quantifiers: $\forall$ and $\exists$
(vi) auxiliary symbols: (,) and [,]

The syntactic rules generate the set of formulas of the language of predicate logic. We will define the set of statements as a proper subset of this set of formulas.
(i) If $P$ is an $n$-ary (i e., $n$-place) predicate and $t_{1}, \ldots, t_{n}$ are terms, then $P\left(t_{1}, \ldots, t_{n}\right)$ is a formula
(ii) If $\varphi$ and $\psi$ are formulas, then $\sim \varphi,(\varphi \& \psi),(\varphi \vee \psi),(\varphi \rightarrow \psi)$ and $(\varphi \leftrightarrow \psi)$ are formulas.
(iii) If $\varphi$ is a formula and $x$ is an individual variable, then $(\forall x) \varphi$ and $(\exists x) \varphi$ are formulas
(iv) The formulas of the language of predicate logic can only be generated by finite numbers of applications of rules (i)-(iii).

The first rule generates atomic formulas (containing no connectives or quantifiers) like $R(x, y), P(c), K(m, x)$, and $S(x, z, m)$. Note that connectives may combine formulas with or without quantifiers, and that any quantifier plus variable may be prefixed to a formula, even when that variable does not occur within the formula (e.g., $(\forall x) P(y)$ is well-formed.) The syntax thus allows "vacuous" quantification. (Some systems do not allow vacuous quantification, but they pay a price: the set of generative rules is more complex if quantifier prefixes are allowed only when the quantified variable occurs inside the formula. We prefer to have a simpler syntax and render vacuous quantification meaningless or harmless in the semantics.)

If $x$ is any variable and $\varphi$ is a formula to which a quantifier is attached by rule (iii) above to produce $(\forall x) \varphi$ or $(\exists x) \varphi$, then we say that $\varphi$ is the
scope of the attached quantifier and that $\varphi$ or any part of $\varphi$ lies in the scope of that quantifier. We also refer to the $\varphi$ as the matrix of the expression $(\forall x) \varphi$ or $(\exists x) \varphi$. Some examples are given in (7-4) below, where the scope of each quantifier is underlined.

| (i) | $(\exists x) P(x)$ |  |
| ---: | :--- | :--- |
| (ii) | $(\exists y) \overline{R(x, y) \& P(y)}$ |  |
| (iii) | $(\exists y) \underline{(R(x, y) \& P(y))}$ |  |
| (iv) | $(\exists x) \underline{(P(m) \& R(j, y))}$ |  |
| (v) | $(\exists x) \underline{(\forall y)(R(x, y) \rightarrow K(x, x))}$ |  |
|  |  |  |
| (vi) | $(\exists x) \underline{[Q(x) \&(\forall y)(P(y) \rightarrow(\exists z) S(x, y, z))]}$ | (scope of $(\exists x))$ |
|  |  | (scope of $(\forall y))$ |
|  |  | (scope of $(\forall y))$ |
|  |  | (scope of ( $\exists z)$ ) |

In (ii) note that $(\exists y)$ was attached to $R(x, y)$, which is therefore the scope of the existential quantifier, and the result conjoined with $P(y)$, which is outside the scope of $(\exists y)$. In (iii), on the other hand, the existential quantifier was attached to $(R(x, y) \& P(y))$, which thereby becomes its scope. Note that in (iv) a quantifier has the following formula as its scope even if the quantification is vacuous. In (v) and (vi) we see cases involving quantification of formulas which already contain quantifiers. Thus the scope of one quantifier may be contained within the scope of another.

This notion of quantifier scope is crucial in the following definition.
(7-5) Definition 7.1 An occurrence of a variable $x$ is bound if it occurs in the scope of $(\exists x)$ or $(\forall x)$. A variable is free if it is not bound.

Binding is hence a relation between a prefixed quantifier and an occurrence of a variable. For example, in $P(x)$ the $x$ is free, but it is bound in $(\exists x) P(x) . \operatorname{In}(7-4)(i i)$, the $y$ in $R(x, y)$ is bound (by the ( $\exists y)$ ) but the $y$ in $P(y)$ is free. In (iii) both occurrences of $y$ are bound. In both (ii) and (iii) the $x$ in $R(x, y)$ is free, not being in the scope of a quantifier associated with $x$. Similarly, the $y$ in (iv) is free because the only quantification is by ( $\exists x$ ). We now see that what we have called "vacuous" quantification is vacuous in the sense that it does not give rise to any binding of variables. Note incidentally that constants, e.g., $m$ and $j$ in (iv), are not said to be bound or free; binding applies only to variables. In (v) and (vi) all variable occurrences are
bound. Note that a variable which may be free in a subformula may become bound in a larger formula, e.g., the $x$ and $y$ in $S(x, y, z)$ in (vi).

Any occurrence of a variable in a formula is either bound or free; there is no middle ground. A variable may only be bound once, however. We might wonder, for example, whether the $x$ in the $M(x)$ of the formula $(\forall x)(P(x) \rightarrow$ $(\exists x) M(x))$ is bound both by the $(\exists x)$ and again by the $(\forall x)$. It is not; it is bound by the ( $\exists x)$ only, and the $x$ in $P(x)$ is then bound by the $(\forall x)$. The formula would surely be less confusingly written if we had chosen different variables, thus: $(\forall x)(P(x) \rightarrow(\exists y) M(y))$, which is an alphabetic variant of the original In general, it is good practice in writing formulas to avoid using the same variable letter for distinct variables, even in cases such as this one where the intervening quantification assures their distinctness. We will return to the subject of alphabetic variants in Sec 7.3 .

A statement of the predicate logic is defined as a formula that does not contain any free variables. Every occurrence of a variable in a statement is hence bound by some quantifier in the formula. The set of statements is sometimes called the set of sentences, propositions, or closed formulas of the predicate logic. A formula with at least one free variable is, as we have said, called an open formula, or propositional function.

### 7.2 Semantics

We give here an informal account of the semantics of predicate logic. A more formal treatment will be presented in Part D (Chapter 13).

As with propositional logic, a statement in the predicate calculus bears one of the truth values 1 (true) or 0 (false). If the statement is composed of predicates and terms, and possibly quantifiers also, then its truth value is determined by the semantic values (which are not necessarily truth values) of its components. For example, the statement $H(s)$, composed of the one-place predicate $H$ and the constant $s$, receives its truth value in the following way: $s$ has as its semantic value some individual chosen from a set $D$ of individuals presumed to be fixed in advance. ( $D$ is like the domain of discourse of set theory and is often referred to in that way). Suppose, for example, that $D$ is the set of all human beings, living or dead, and the individual assigned to $s$ is Socrates. The predicate $H$ has as its semantic value some set of individuals from $D$-let us say, for example, \{Socrates, Aristotle, Plato, Mozart, Beethoven\}. The statement $H(s)$ now gets the truth value true by virtue of the fact that the individual corresponding to $s$ is a member of the
set corresponding to $H$. On the other hand, had $H$ had as its value the set \{Mahler, Proust, Michelangelo\}, $H(s)$ would have been false, Socrates not being a member of this set

We use the double brackets $\llbracket \alpha \rrbracket$ to indicate the semantic value of the expression $\alpha$. Thus, in the preceding example $\llbracket s \rrbracket=$ Socrates, $\llbracket H \rrbracket=$ $\{$ Socrates, Aristotle, Plato, Mozart, Beethoven\}, and $\llbracket H(s) \rrbracket=1$.

A two-place predicate $L$ has as its semantic value a set of ordered pairs of individuals from $D$, i.e., a subset of $D \times D$ A statement such as $L(j, m)$ is true just in case the ordered pair of individuals $\langle x, y\rangle$ is in this set, where $x$ is the semantic value of $j$ and $y$ is the semantic value of $m$. For example, if $\llbracket j \rrbracket$ is John Donne and $\llbracket m \rrbracket$ is Mary Queen of Scots, then $L(j, m)$ is true if〈John Donne, Mary Queen of Scots〉 is in the set which is the semantic value of $L$; otherwise $L(j, m)$ is false In general symbolic terms, for any two-place predicate $K$ and terms $a$ and $b, \llbracket K(a, b) \rrbracket=1$ iff $\langle\llbracket a \rrbracket, \llbracket b \rrbracket\rangle \in \llbracket K \rrbracket$.

Clearly the truth value of any statement in predicate logic will depend on the domain of discourse and the choice of semantic values for the constants and predicates. When these are fully specified, we say that we have a model for predicate logic More specifically, a model consists of a set $D$ and a function $F$ which assigns:
(i) to each individual constant a member of $D$
(ii) to each one-place predicate a subset of $D$
(iii) to each two-place predicate a subset of $D \times D$ and in general
(iv) to each $n$-place predicate a subset of $\underbrace{D \times D \times \ldots \times D}_{n}$
(i.e., a set of ordered $n$-tuples of elements from $D$ )

Thus, a statement in predicate logic such as $H(s)$ or $L(j, m)$ is not simply true or false, but true or false relative to a particular model $M$. If we want to emphasize this fact in our notation, we can add the name of the model as a superscript, thus: $\llbracket H(s) \rrbracket^{M}=1, \llbracket s \rrbracket^{M}=$ Socrates, etc. Certain statements will turn out to be true or false irrespective of the model chosen, and such statements constitute the tautologies and contradictions, respectively, of predicate logic. Inasmuch as the connectives $\&, V$, etc. have the same truth tables as in statement logic, it follows at once that an expression such as $H(s) \vee \sim H(s)$ is a tautology in this system, and $H(s) \& \sim H(s)$ is a contradiction. That is, whatever the model, $H(s)$ and $\sim H(s)$ will have opposite truth values, thus $H(s) \vee \sim H(s)$ will always be true, etc. A statement
such as $H(s)$ or $L(j, m)$ ，whose truth value varies from model to model，is contingent．We will shortly encounter examples in the predicate calculus which are not such straightforward analogs of tautologies and contradictions in the logic of statements

The semantics of quantified expressions is somewhat more complex than that of statements composed simply of predicates and terms．We sketch the basic ideas here informally and defer the detailed formalism to Chapter 13.

A formula in which all occurrences of variables are bound，such as（ $\forall x)$ $H(x)$ or $(\exists y) L(m, y)$ ，is a statement and should accordingly be true or false with respect to the chosen model Such statements，however，are composed syntactically of a quantifier（plus variable）and an open statement，eg， $H(x)$ or $L(m, y)$ ，which is not a statement and does not，strictly speaking， have a truth value．In evaluating quantified expressions we nonetheless let these propositional functions take on truth values temporarily by letting the quantified variable range over all the individuals in the domain $D$ one by one and determining the truth value the propositional function would have for each of those individuals．For example，to determine the truth value of $(\forall x) H(x)$ we let $x$ range over all individuals in $D$ and for each such assignment of a value to $x$ determine the truth value $H(x)$ would have：true if $\llbracket x \rrbracket$ is in $\llbracket H \rrbracket$ in the model and false otherwise Then $(\forall x) H(x)$ is true iff $\llbracket x \rrbracket$ is in $\llbracket H \rrbracket$ for all individuals in $D$ ．If for some individual，$[x \rrbracket \notin \llbracket H \rrbracket$ ，then $(\forall x) H(x)$ is false．To put it another way，$(\forall x) H(x)$ is true（in a particular model）iff $H(x)$ is true as $x$ takes on as successive values every individual in $D$ ．Correspondingly，$(\exists x) H(x)$ is true iff $H(x)$ is true for at least one individual in $D$ when $x$ assumes that value．

Let us consider a small partial model．Predicates and terms not men－ tioned are also assumed to have values in the model，but for clarity we ignore them．
（7－6）Let $D=\{$ Socrates，Aristotle，Plato，Mozart，Beethoven，Tolstoy $\}$

$$
F(s)=\text { Socrates } \quad F(m)=\text { Mozart }
$$

$F(a)=$ Aristotle $\quad F(b)=$ Beethoven
$F(p)=$ Plato $\quad F(t)=$ Tolstoy
$F(H)=\{$ Socrates，Aristotle，Plato\}
$F(M)=\{$ Socrates，Aristotle，Plato，Mozart，
Beethoven，Tolstoy $\}=D$
$F(L)=\{\langle$ Socrates，Socrates $\rangle,\langle$ Socrates，Aristotle $\rangle$,〈Mozart，Beethoven〉，〈Beethoven，Mozart〉，〈Tolstoy，Plato〉，〈Plato，Mozart〉，〈Aristotle，Tolstoy〉\}

The reader may now verify that the following statements, among others, are true in this model:

$$
H(s), H(a), H(p), M(s), M(b), L(s, s), L(t, p)
$$

while the following are false:

$$
H(m), H(b), H(t), L(a, s), L(m, m)
$$

The statement $(\forall x) M(x)$ is true in this model since $M(x)$ is true whenever $x$ takes as its value each of the members of $D$, i.e., $M(s), M(a), M(p)$, $M(m), M(b)$, and $M(t)$ are all true The statement $(\exists x) H(x)$ is true, since $H(x)$ is true for at least one value of $x$-in fact, it is true when $\llbracket x \rrbracket$ is Socrates or Aristotle or Plato (Note carefully that the semantic values $x$ takes are individuals from the set $D$ and not constant letters $s, a, p$, etc., of the language.) Similarly, it is easy to see that since $(\forall x) M(x)$ is true (and the universe of discourse is not empty), $(\exists x) M(x)$ is true also.

The statement $(\exists y) L(m, y)$ is true since there is at least one value of $y$ (just Beethoven, in fact) such that the ordered pair $\langle$ Mozart, $\llbracket y \rrbracket\rangle$ is in the set assigned to $L$, i.e., $\llbracket L \rrbracket$. However, $(\forall y) L(m, y)$ is false since 〈Mozart, $\llbracket y \rrbracket\rangle$ is not in [ $L]$ for every value of $y$ ( $\langle$ Mozart, Socrates $\rangle$ is lacking, for example).

Given the truth values of the statements already mentioned, we can determine the truth values of complex statements such as $(H(s) \& H(m))$, $((\forall x) M(x) \vee H(a))$, and $(H(p) \rightarrow(\exists y) L(m, y))$ in the usual way according to the truth tables for the sentential connectives. The reader should verify that these three examples are, respectively, false, true, and true in the assumed model.

Evaluating an expression such as $(\exists x)(H(x) \& M(x))$ in which the connective lies inside the scope of the quantifier is not quite so straightforward. By the rule for evaluating existentially quantified expressions, we must determine whether there is any value of $x$ in $D$ which makes the complex propositional function $H(x) \& M(x)$ true. Here we must try each individual in $D$ as a value for $x$ and determine whether both $H(x)$ and $M(x)$ are true for that value. If at least one such value is found, $(\exists x)(H(x) \& M(x))$ is true; otherwise, it is false. In the model given, this formula is true since there are in fact three individuals-Socrates, Aristotle, and Plato-which are both in $\llbracket H \rrbracket$ and $\llbracket M \rrbracket$. On the other hand, $(\forall x)(H(x) \& M(x))$ is false; not every individual is in both $\llbracket H \rrbracket$ and $\llbracket M \rrbracket$. We see, however, that $(\forall x)(H(x) \rightarrow M(x))$
is true in this model. There is no individual which, when assigned to $x$, makes the conditional $H(x) \rightarrow M(x)$ false; i.e, no individual which is in $\llbracket H \rrbracket$ but not in $\llbracket M \rrbracket$.

Problem: What is the truth value in this model of $(\forall x)(L(m, x) \rightarrow H(x))$ ? of $(\forall x)(L(m, x) \rightarrow M(x))$ ?

Expressions containing quantifiers within the scope of other quantifiers add an extra degree of complexity in the evaluation. The same rules apply, but the expression is evaluated, so to speak, from the outside in. $(\forall x)(\exists y)$ $L(x, y)$, for example, will be true just in case for every possible value of $x$ in $D$ the expression ( $\exists y) L(x, y)$ is true. When is the latter true? If there is at least one value of $y$ for which $L(x, y)$ is true, where $x$ has the value fixed in the previous step. That is, we let $x$ range over all the individuals in $D$, and at each value we determine the truth value of $(\exists y) L(x, y)$ by again letting $y$ range over all the individuals in $D$. $(\exists y) L(x, y)$ might be true for some values of $x$ and false for others, but the entire expression $(\forall x)(\exists y) L(x, y)$ is true only if $(\exists y) L(x, y)$ is true for every value of $x$.

In the chosen model, $(\forall x)(\exists y) L(x, y)$ happens to be true To see this, let $x$ be Socrates; then $(\exists y) L(x, y)$ is true when $y$ is Socrates or Aristotle. If $x$ is Aristotle, then $(\exists y) L(x, y)$ is true when $y$ is Tolstoy, and so on. We find ultimately that for each value of $x$ we can always find some value of $y$ which makes $L(x, y)$ true. Or to put it another way, each member of $D$ appears at least once as first member in the set of ordered pairs assigned to $L$. Thus, $(\forall x)(\exists y) L(x, y)$ is true in this model.

Note, on the other hand, that in this model $(\exists y)(\forall x) L(x, y)$ is false. For this formula to be true, we would have to find at least one value of $y$ for which $(\forall x) L(x, y)$ is true, i.e., some individual which appears as second member with every individual in $D$ as first member in the set of ordered pairs assigned to $L$. It is easy to see from inspection of $\llbracket L \rrbracket$ that no such individual exists, so $(\exists y)(\forall x) L(x, y)$ is false in this model.

These last two examples demonstrate that the order in which quantifiers appear in an expression when one is universal and the other existential can have semantic significance. That is to say that there may in general be models, as here, in which one statement is true and the other, with the order of quantifiers reversed, is false. This is immediately evident if we choose a slightly less artificial model. Let $D$ be the set of all living persons and let $L=\{\langle x, y\rangle \mid x$ loves $y\}$. Then $(\forall x)(\exists y) L(x, y)$ is true if for each person there is at least one individual (possibly himself or herself) whom
that person loves, but $(\exists y)(\forall x) L(x, y)$ would be true only if there were at least one person who is universally loved, i.e., loved by everyone. It is easy to imagine that the former could be true while the latter is false.

We can now see how to translate certain types of English statements into predicate logic. For All cats are mammals, for example, we will need oneplace predicates, call them $C$ and $M$, to correspond to is a cat and is a mammal. We can then represent the English statement by $(\forall x)(C(x) \rightarrow M(x))$, which we can gloss roughly as follows: for every individual in the universe of discourse, if that individual is a cat, then it is also a mammal; or more briefly, everything which is a cat is a mammal (Note, by the way, that in our predicate calculus rendition the statement is true in case there are no cats in the universe of discourse, for then $C(x)$ will be false for all values of $x$ and hence the conditional will always be true.) In the same vein, No cats are mammals might come out as $(\forall x)(C(x) \rightarrow \sim M(x))$ : everything which is a cat fails to be a mammal Again, this is true in case the universe of discourse contains no cats, unlike the English statement, which we might well regard as inappropriate or nonsensical in such an instance. We are once again in familiar territory where English statements and their nearest logical correspondents do not match up perfectly.

Some cats are mammals could be translated as $(\exists x)(C(x) \& M(x))$, which is true iff there is at least one individual in the domain of discourse which is both a cat and a mammal. In this case the absence of cats from the universe of discourse makes the predicate calculus statement false, whereas we might say that the English statement suffers from presupposition failure (with whatever consequences attach to this defect). Note that $(\exists x)(C(x) \rightarrow$ $M(x)$ ), with a conditional as in the translation of the universal statement, would not do This statement is true when there are no cats (the antecedent is always false) or when there is at least one mammal (the consequent is true). Although we are prepared to accept a certain amount of disparity between English statements and their logical translations, we would not want to say that Some cats are mammals gets the same translation as Either there are no cats or there is at least one mammal.

The negative existential statement Some cats are not mammals could be rendered as $(\exists x)(C(x) \& \sim M(x)$ ), (which is also false when the universe of discourse contains no cats).

### 7.3 Quantifier laws and prenex normal form

Based on this set-theoretic semantics of predicate logic there are a number of important equivalences, which we may consider as laws of predicate logic. They will be very useful when constructing proofs and also in recognizing formulas which are equivalent to translations of English sentences but which do not resemble them structurally. In the following we write $\varphi(x), \psi(x)$, etc. for any formula which contains at least one free instance of the variable $x$, e.g. $H(x), L(x, x),(\forall y) L(x, y),(\exists y)(H(x) \rightarrow L(x, y))$, etc., and similarly for $\varphi(y), \psi(y)$, and so on.

A statement of the form $(\exists x) \sim \phi(x)$ asserts that there is at least one individual which makes $\sim \phi(x)$ true; this individual therefore makes $\phi(x)$ false. Thus $(\forall x) \phi(x)$ could not be true, because the universal quantifier would require all instances of $\phi(x)$ to be true; therefore $\sim(\forall x) \phi(x)$ is true.

This reasoning can also be applied in the reverse direction, and the result is the first quantifier law:
(7-7) Law 1 Quantifier Negation: $\sim(\forall x) \phi(x) \Leftrightarrow(\exists x) \sim \phi(x)$
A possible pair of English correspondents would be: Not everyone passed the test and Someone did not pass the test.

Because of the Law of Double Negation, i.e., $\sim \sim \phi \Leftrightarrow \phi$, Law 1 could also be written in the following equivalent forms:
(7-8) Law 1' $\quad(\forall x) \phi(x) \Leftrightarrow \sim(\exists x) \sim \phi(x)$
Law 1" $\sim(\forall x) \sim \phi(x) \Leftrightarrow(\exists x) \phi(x)$
Law $1^{\prime \prime \prime} \quad(\forall x) \sim \phi(x) \Leftrightarrow \sim(\exists x) \phi(x)$
English correspondents for these versions are also easy to construct. For Law $1^{\prime \prime \prime}$, for example, we could have Everyone did not pass the test (i.e., everyone failed the test) and No one passed the test.

A consequence of Law 1 (and the Law of Double Negation) is that either quantifier could be entirely eliminated from predicate logic in favor of the other and the result would be an equivalent system.

The next group of laws are analogs of the Distributive Laws for $\&$ and $V$ in the statement calculus, although we should note that two of those that follow are only logical implications and not logical equivalences.
(7-9) Laws of Quantifier Distribution
Law $2(\forall x)(\varphi(x) \& \psi(x)) \Leftrightarrow(\forall x) \varphi(x) \&(\forall x) \psi(x)$
Law $3(\exists x)(\varphi(x) \vee \psi(x)) \Leftrightarrow(\exists x) \varphi(x) \vee(\exists x) \psi(x)$
Law $4(\forall x) \varphi(x) \vee(\forall x) \psi(x) \Rightarrow(\forall x)(\varphi(x) \vee \psi(x))$
Law $5(\exists x)(\varphi(x) \& \psi(x)) \Rightarrow(\exists x) \varphi(x) \&(\exists x) \psi(x)$

The left side of Law 2 is true iff every individual in the domain of discourse makes both $\phi(x)$ and $\psi(x)$ true. The right side is true iff every individual makes $\phi(x)$ true and every individual makes $\psi(x)$ true. These are fairly obviously equivalent statements. The similar reasoning involved in verifying Law 3 is left as an exercise for the reader

The left side of Law 4 is true iff everything (in the universe of discourse) makes $\phi(x)$ true or everything makes $\psi(x)$ true. In such a case it follows that everything makes $\phi(x)$ or $\psi(x)$ true The reverse implication does not hold, however. The statement that everything in the universe of discourse is either male or female does not imply that everything is male or everything is female Similar reasoning can be applied to Law 5.

Laws 2 and 3 suggest a fundamental connection between the universal quantifier and conjunction and between the existential quantifier and disjunction. $(\forall x) \phi(x)$ is true just in case $\phi(a)$ is true and $\phi(b)$ is true and ...., where $a, b, \ldots$ name all the members of the universe of discourse. Similarly, $(\exists x) \phi(x)$ is true just in case $\phi(a)$ is true or $\phi(b)$ is true or .... Thus a universally quantified statement is equivalent to a (possibly infinite) conjunction $\phi(a) \& \phi(b) \& \ldots$, while an existential statement is equivalent to the disjunction $\phi(a) \vee \phi(b) \vee \ldots$. From this perspective, Law 1 resembles a kind of generalized DeMorgan's Law:
$(7-10) \sim(\phi(a) \& \phi(b) \& ..) \Leftrightarrow \sim \phi(a) \vee \sim \phi(b) \vee$.
The next group of laws pertains to the linear order of quantifiers in doubly quantified statements. If both quantifiers are universal or both are existential, their linear order in the statement is irrelevant (Laws 6 and 7). This much is probably evident from the semantic treatment of the quantifiers outlined earlier The extension of these laws to cases of three or more quantifiers of the same type is then immediate. For these reasons, a statement of the form $(\forall x)(\forall y) \phi(x, y)$ is often abbreviated as $(\forall x, y) \phi(x, y)$. Similarly, $(\exists x)(\exists y)(\exists z) \phi(x, y, z)$ is abbreviated to $(\exists x, y, z) \phi(x, y, z)$, etc.

## (7-11) Laws of Quantifier (In)Dependence

Law $6(\forall x)(\forall y) \varphi(x, y) \Leftrightarrow(\forall y)(\forall x) \varphi(x, y)$
Law $7(\exists x)(\exists y) \varphi(x, y) \Leftrightarrow(\exists y)(\exists x) \varphi(x, y)$
Law $8(\exists x)(\forall y) \varphi(x, y) \Rightarrow(\forall y)(\exists x) \varphi(x, y)$
We have already seen above that reversing the order of existential and universal quantifiers produces a non-equivalent statement. Yet the logical implication given in Law 8 holds. If everyone has someone whom he or she loves, $(\forall x)(\exists y) L(x, y)$, it is not necessarily true that each loves the same person; i.e, $(\exists y)(\forall x) L(x, y)$ may be false. On the other hand, if there is someone who is loved by everyone, i.e., the latter statement is true, then it does follow that the former statement is true: for each person there is someone whom that person loves-the object of universal adoration, at the least. The reading with the existential preceding the universal quantifier is sometimes called the stronger reading of the two, as it excludes situations which are included by the weaker reading.

In applying these laws to particular closed formulas, it is sometimes necesssary to make an alphabetic change of variable For example, $(\forall x) F(x) \&$ $(\forall y) G(y)$ is not of the correct form to be converted to $(\forall x)(F(x) \& G(x))$ by Law 2 .
It can be put into the required form, however, by replacing the subformula $(\forall y) G(y)$ by the equivalent formula $(\forall x) G(x)$ This gives $(\forall x) F(x)$ \& $(\forall x) G(x)$ for the whole formula, which is then equivalent to $(\forall x)(F(x) \&$ $G(x))$ by Law 2. An alphabetic change of variable is permissible if (1) the same new letter is substituted for every occurrence of the letter being replaced, and (2) the replacements do not change the overall binding configuration of the entire formula. Under these conditions, the new formula, called an alphabetic variant, is logically equivalent to the original one. Consider the example just mentioned.
(7-12) $(\forall x) F(x) \&(\forall y) G(y):(\forall x) F(x) \&(\forall x) G(x)$
In the formula on the left, the $y$ 's can be replaced by $x$ 's because all occurrences of variables remain bound to the same quantifier.

Here is another example of alphabetic variants:

$$
\begin{align*}
& (\forall x)((\forall z) F(x, z) \rightarrow(\exists y) H(y, x)):  \tag{7-13}\\
& (\forall x)((\forall y) F(x, y) \rightarrow(\exists y) H(y, x))
\end{align*}
$$

Note that the overall binding configuration is unchanged.

The following formulas are not equivalent and hence are not alphabetic variants.

$$
(\forall x)(F(x) \rightarrow(\exists y) G(x, y)):(\forall x)(F(x) \rightarrow(\exists x) G(x, x))
$$

The $x$ in $G(x, y)$ is bound first by the ( $\forall x)$, afterward by the $(\exists x)$.

$$
\begin{equation*}
(\forall x)(F(x) \rightarrow(\exists y) G(x, y)):(\forall z)(F(z) \rightarrow(\exists y) G(x, y)) \tag{7-15}
\end{equation*}
$$

$x$ has not been replaced everywhere in the formula (and the $x$ in $G(x, y)$ becomes free)

It will sometimes be convenient, especially in carrying out the rules of inference outlined in the next section, to move all quantifier symbols to the left of the formula. The following laws characterize when a quantifier prefix may be moved while preserving truth value.
(7-16) Laws of Quantifier Movement

$$
\text { Law } 9(\varphi \rightarrow(\forall x) \psi(x)) \Leftrightarrow(\forall x)(\varphi \rightarrow \psi(x))
$$

provided that $x$ is not free in $\varphi$.
Law $10(\varphi \rightarrow(\exists x) \psi(x)) \Leftrightarrow(\exists x)(\varphi \rightarrow \psi(x))$
provided that $x$ is not free in $\varphi$
Law $11(\forall x) \varphi(x) \rightarrow \psi \Leftrightarrow(\exists x)(\varphi(x) \rightarrow \psi)$
provided that $x$ is not free in $\psi$.
Law $12(\exists x) \varphi(x) \rightarrow \psi \Leftrightarrow(\forall x)(\varphi(x) \rightarrow \psi)$ provided that $x$ is not free in $\psi$

These laws are used to find the Prenex Normal Form of any formula, which is its alphabetic variant with all quantifiers preceding a quantifier-free matrix. For example, to convert
$(7-17) \quad(\exists x) F(x) \rightarrow(\forall y) G(y)$
to PNF, we apply Law 9 to get
$(7-18) \quad(\forall y)[(\exists x) F(x) \rightarrow G(y)]$
This is allowed since the variable $y$ in the moved quantifier has no free occurrences in the antecedent $(\exists x) F(x)$. The resulting formula is still not in

PNF because ( $\exists x$ ) has only $F(x)$ as its scope. We need to move ( $\exists x$ ) from inside the formula $(\exists x) F(x) \rightarrow G(y)$, which we can do by Law 12 since $x$ does not occur free in the consequent $G(y)$. The result is $(\forall x)(F(x) \rightarrow G(y))$, which is equivalent to the bracketed subexpression in (7-18). Thus, the desired equivalent to (7-17) in PNF is:
$(7-19) \quad(\forall y)[(\forall x)(F(x) \rightarrow G(y))]$
The square brackets may now be dropped to give
$(7-20) \quad(\forall y)(\forall x)(F(x) \rightarrow G(y))$
The reader may wish to verify that if Law 12 had been applied to (7-17) and then Law 9 to the result, we would have obtained $(\forall x)(\forall y)(F(x) \rightarrow$ $G(y)$ ), which is of course equivalent to (7-20) (and thus to (7-17) also).

As in the case of other laws, it may sometimes be necessary to replace a formula by an alphabetic variant before proceeding If ( $7-17$ ) had been given in the form $(\exists x) F(x) \rightarrow(\forall x) G(x)$, for example, we could have applied Law 9 to give
(7-21) $\quad(\forall x)[(\exists x) F(x) \rightarrow G(x)]$
(Note that $x$ does not occur free in $(\exists x) F(x)$.) But now when we try to move ( $\exists x$ ) outside the square brackets by Law 12 , we cannot do so because $x$ now does occur free in the consequent $G(x)$. (The fact that it is bound by the ( $\forall x$ ) outside is irrelevant here; we are working on the subformula $(\exists x) F(x) \rightarrow G(x)$, and in this subformula, $x$ occurs free in the consequent ) The solution is to convert $(\exists x) F(x) \rightarrow G(x)$ to an alphabetic variant, say, $(\exists y) F(y) \rightarrow G(x)$, and then apply Law 12, legally, to give $(\forall y)(F(y) \rightarrow$ $G(x))$. The final result is:
$(7-22) \quad(\forall x)(\forall y)(F(y) \rightarrow G(x))$
which is, of course, equivalent to $(\exists x) F(x) \rightarrow(\forall x) G(x)$ (and to (7-20) and (7-17)).

Given any formula, we can bring it into prenex form by the following procedure.

1 atomic formulas are already in $P N F$.
2. if $\varphi$ is equivalent to $\varphi^{\prime}$ which is in $P N F$, then $(\forall x) \varphi$ is equivalent to $(\forall x) \varphi^{\prime}$ which is in $P N F$.
3. if $\varphi$ is equivalent to $\varphi^{\prime}$ which is in $P N F$, then $\sim \varphi$ is equivalent to $\sim \varphi^{\prime}$. If $\varphi^{\prime}$ contains quantifiers, apply Law 1 to $\sim \varphi^{\prime}$ to obtain a $P N F$.

4 if the formula is of the form $\varphi \rightarrow \psi$, the procedure is more complex. Assume that we have the $P N F^{\prime} s \varphi^{\prime}$ and $\psi^{\prime}$, which are equivalent to $\varphi$ and $\psi$, respectively. Convert to alphabetic variants to make sure that any variable which occurs bound by a quantifier in either $\varphi^{\prime}$ or $\psi^{\prime}$ does not occur at all in the other. Then we may use the quantifier movement rules to obtain a $P N F$ equivalent to $\varphi^{\prime} \rightarrow \psi^{\prime}$.

This procedure guarantees that there is a $P N F$ for any formula, since we can define all other connectives and quantifiers in terms of $\sim$ and $\rightarrow$ and the universal quantifier.

The use of Prenex Normal Forms is primarily to compare the complexity of the quantificational structure of formulas. But when an ordinary English sentence is translated into predicate logic, the most natural rendition often has the quantifiers embedded, since in ordinary English the quantifiers occur inside NP's. For example, to translate a sentence such as Some person likes every book into predicate logic we will have to assume a universe of discourse which contains both persons and books. Therefore a translation such as $(\exists x)(\forall y) L(x, y)$ will not do since it is true only if some individual stands in the $L$ relation to every individual in $D$, i.e, persons, books, and whatever else may happen to be included. We need (one-place) predicates corresponding to 'is a person' and 'is a book,' say $P$ and $B$, and then the most natural translation (for the reading of the sentence in which there is at least one person who likes all books) would be:
$(7-23) \quad(\exists x)(P(x) \&(\forall y)(B(y) \rightarrow L(x, y)))$

This form might serve our purposes very well, but the rules of inference in the following section are much more conveniently applied if the formula is first converted to $P N F$. For example, $(7-23)$ could be converted to $P N F$ by the following steps:

|  | $(\exists x)(P(x) \&(\forall y)(B(y) \rightarrow L(x, y)))$ |  |
| :---: | :---: | :---: |
|  | $(\exists x) \sim \sim(P(x) \&(\forall y)(B(y) \rightarrow L(x, y)))$ | 1, Double Neg. |
|  | $(\exists x) \sim(\sim P(x) \vee \sim(\forall y)(B(y) \rightarrow L(x, y)))$ | 2, DeM |
| 4. | $(\exists x) \sim(\sim P(x) \vee(\exists y) \sim(B(y) \rightarrow L(x, y)))$ |  |
|  | 3, Quant | Neg (Law 1) |
|  | $(\exists x) \sim(P(x) \rightarrow(\exists y) \sim(B(y) \rightarrow L(x, y)))$ | 4, Cond. |
| 6. | $\begin{aligned} (\exists x) \sim(\exists y)(P(x) \rightarrow \sim(B(y) \rightarrow & L(x, y))) \\ & 5, \text { Quant } \end{aligned}$ | Mvt. (Law 10) |
|  | $\begin{aligned}(\exists x)(\forall y) \sim(P(x) \rightarrow \sim(B(y) \rightarrow & L(x, y)) \text { ) } \\ & 6, \text { Quant }\end{aligned}$ | Neg. (Law 1) |
|  | $(\exists x)(\forall y) \sim(\sim P(x) \vee \sim(B(y) \rightarrow L(x, y)))$ | 7, Cond. |
|  | $(\exists x)(\forall y)(\sim \sim P(x) \& \sim \sim(B(y) \rightarrow L(x, y))$ ) | 8, DeM |
| 10. | $(\exists x)(\forall y)(P(x) \&(B(y) \rightarrow L(x, y))$ ) | 9, Double Neg |

### 7.4 Natural deduction

We need to add very little to our rules of inference to handle arguments containing quantified formulas and statements. Remember that valid arguments are characterized by rules which preserve only truth. The main idea is to introduce rules which strip away the quantifier prefix, then apply the rules of inference to the remaining matrix and finally introduce quantifiers back into the formula We require two new rules for removing quantifiersUniversal Instantiation (U.I.) and Existential Instantiation (E.I.) -and two for introduction of quantifiers-Universal Generalization (U.G.) and Existential Generalization (E.G.). To avoid incorrect inferences, some of the new rules carry additional conditions on application. In these inference rules $(\forall x) \varphi(x)$ and $(\exists x) \varphi(x)$ are used to indicate explicitly that the variable $x$ occurs in the arbitrarily complex formula $\varphi$, i.e., the rules cannot be applied to vacuously quantified formulas.

A universally quantified formula is true if and only if every instantiation of an object from the universe of discourse for the quantified variable in the matrix is true. Therefore we can infer from the truth of $(\forall x) \varphi(x)$ that some particular instantiation given by an assignment to the variable $x$ is true. From a universally quantified sentence All men are mortal, we may hence infer If John is a man, he is mortal. The new rule U.I. can be formulated as:

## Universal Instantiation (U.I.)

$\therefore \frac{(\forall x) \varphi(x)}{\varphi(c)}$
where $c$ is an individual constant substituted for every free occurrence of $x$ in $\varphi(x)$ of the premise (and having as its semantic value an object in the universe of discourse). With U.I we have all we need to demonstrate the validity of the argument (5-3). Here is the proof.

| 1. | $(\forall x)(H(x) \rightarrow M(x))$ |  |
| :--- | :--- | :--- |
| 2. | $H(s)$ |  |
| 3. | $H(s) \rightarrow M(s)$ | 1, U.I. |
| 4. $M(s)$ | 2,3 M.P. |  |

Since the second premise introduces a particular individual constant $s$, and the conclusion mentions the same constant, we use it in this application of U.I The formula in line 3 is not quantified anymore, and hence the rules of the logic of statements can be used. Here Modus Ponens detaches the consequent of line 3 , which is the desired conclusion.

To prove that some formula is true of every member of a set, one can arbitrarily choose an individual from that set and prove that the formula holds of it. If the proof depends only on the fact that this individual is a member of that set and not on any additional properties it may have, it can be validly inferred that the statement holds of all individuals in the set. This line of reasoning is made precise in the rule of Universal Generalization: what is true of an arbitrarily selected object is true of every object in the universe of discourse. We reserve the individual constant $v$ as a special symbol for such an arbitrarily selected object, indexing it $v_{1}, v_{2}, \ldots, v_{n}, \ldots$ when more are needed. Note that $v$ is an individual constant, so $\varphi(v)$ is an atomic statement and not an open formula. Yet $v$ is like a variable in that it stands for an arbitrary individual, and not for any specific one in the universe of discourse. U.G is formulated as:

Universal Generalization (U.G.)
$\therefore \frac{\varphi(v)}{(\forall x) \varphi(x)}$
This rule is used in the following argument form, of which we give first the English and then the formal language version.

## (7-26) Every rabbit is a quadruped

 Every quadruped is warm-blooded$\therefore$ Every rabbit is warm-blooded
$(7-27) \quad(\forall x)(R(x) \rightarrow Q(x))$
$\therefore \frac{(\forall x)(Q(x) \rightarrow W(x))}{(\forall x)(R(x) \rightarrow W(x))}$
The proof is as follows:

| 1. | $(\forall x)(R(x) \rightarrow Q(x))$ |  |
| :--- | :--- | :--- |
| 2. | $(\forall x)(Q(x) \rightarrow W(x))$ |  |
| 3. | $R(v) \rightarrow Q(v)$ |  |

The first premise is instantiated by the arbitrarily selected constant $v$. Recall that every constant produces a true instantiation of a universally quantified formula; thus, $R(v) \rightarrow Q(v)$ is a legitimate instantiation of line 1 .

$$
\text { 4. } Q(v) \rightarrow W(v) \quad \text { 2, U.I }
$$

Here we have instantiated the second premise with the same constant we selected in line 3 .

$$
\begin{array}{ll}
\text { 5. } & R(v) \rightarrow W(v) \\
\text { 6. } & (\forall x)(R(x) \rightarrow W(x))
\end{array} \quad \text { 3, 4, H.S. }
$$

Since $v$ has been arbitrarily selected, the proposition containing it can be universally generalized to the conclusion in line 6 .

Here is another example of the use of U.I. to remove a universal quantifier and of U.G. to replace the quantifier afterward
(7-28) 1. $\quad(\forall x)(P(x) \& Q(x))$
2. $(\forall x)(R(x) \rightarrow \sim P(x))$
3. $P(v) \& Q(v) \quad$ 1, U.I.
4. $R(v) \rightarrow \sim P(v) \quad 2, \mathrm{U}$ I.
5. $P(v)$ 3, Simp.
6. $\sim \sim P(v) \quad$ 5, Compl.
7. $\sim R(v) \quad 4,6$, M.T.
8. $Q(v)$
9. $Q(v) \& \sim R(v)$

3, Simp.
10. $(\forall x)(Q(x) \& \sim R(x))$

7, 8, Conj
$9, \mathrm{U} . \mathrm{G}$.

When $\varphi(c)$ is true, where $c$ is a constant, it constitutes a true instantiation of the open formula $\varphi(x)$. So we may conclude $(\exists x) \varphi(x)$ from the true $\varphi(c)$ For example, if we already know (or hold as true) that John is a human being, we may infer that there is some human being or that a human being exists. The rule of Existential Generalization is formulated as: Existential Generalization (E G)
$\therefore \frac{\varphi(c)}{(\exists x) \varphi(x)}$
The following proof employs E G
(7-29) 1. $H(c)$
2. $(\forall x)(H(x) \rightarrow M(x))$
3. $H(c) \rightarrow M(c) \quad$ 2, U.I
$4 M(c) \quad$ 1, 3, M.P.
5. $(\exists x) M(x)$ 4, E. G.

If an existentially quantified statement is true, there is at least one assignment to its variable which provides an instantiation for the matrix Therefore we can infer from the truth of $(\exists x) \varphi(x)$ that $\varphi(w)$ for some constant $w$ interpreted by an object in the universe of discourse. In general some instantiations of the matrix may be false, because the object assigned to the variable is not a true instantiation, and other assignments provide true instantiations. So $w$ is like $v$ introduced in U I in that it does not refer to a specific individual, but it is different in that the range of individuals to which it can possibly refer is not in general the entire universe of discourse, but a subset of individuals, those that form true instantiations of the matrix in question. Because of this restriction on $w$ we must be particularly careful in applying E I. For example, suppose that $(\exists x) \varphi(x)$ and $(\exists x) \psi(x)$ are two premises of an argument and that in the proof the former has been instantiated by $\varphi(w)$ using E. I Now it is not valid to use $w$ again in inferring $\psi(w)$, because we have no guarantee that the same object will verify both matrices. The correct inference must use two distinct constants, $w_{1}$ and $w_{2}$, deriving $\varphi\left(w_{1}\right)$ and $\psi\left(w_{2}\right)$ from the premises. We therefore impose a restriction on E.I. that the constant introduced cannot have occurred previously in the same proof. The rule E I is formulated as:

## Existential Instantiation (E, I)

$$
\therefore \frac{(\exists x) \varphi(x)}{\varphi(w)}
$$

(where $w$ is a new constant)
Now $\varphi(w)$ cannot be a basis for universal generalization to $(\forall x) \varphi(x)$, since $w$ has not been selected totally arbitrarily, but rather from a possibly smaller set of individuals which happen to form true instantiations of the matrix. Here is a proof involving E I:
(7-30) 1. $\quad(\exists x)(P(x) \& Q(x))$
2. $P(w) \& Q(w) \quad$ 1, E I.
3. $P(w)$

2, Simp
4. $(\exists x) P(w)$

3, E.G.
This step is valid since $w$ is a constant that forms a true instantiation of $P(x)$.

| 5. | $Q(w)$ | 2, Simp. |
| :--- | :--- | :--- |
| 6 | $(\exists x) Q(x)$ | 5, E. G. |
| 7 | $(\exists x) P(x) \&(\exists x) Q(x)$ | 4,6, Conj |

The following proof illustrates an important point about the rules of E.I. and U.I:
(7-31) 1. $\quad(\exists x)(T(x) \& P(x))$
2. $(\forall x)(P(x) \rightarrow H(x))$
3. $T(w) \& P(w) \quad 1, \mathrm{E} \mathrm{I}$.
4. $P(w) \rightarrow H(w) \quad$ 2, U.I.

Since $P(x) \rightarrow H(x)$ is verified by every individual in the domain of discourse, it is legitimate to choose $w$ to form the instantiation. The proof would be technically incorrect if we had first instantiated line 2 as $P(w) \rightarrow H(w)$ by U.I. and then instantiated line 1 as $T(w) \& P(w)$ by E I. since $w$ would then have occurred in a previous line.

| 5. | $P(w)$ | 3, Simp. |
| :--- | :--- | :--- |
| 6. | $H(w)$ | $4,5, \mathrm{M} P$ |
| 7. | $T(w)$ | 3, Simp. |
| 8. | $T(w) \& H(w)$ | 6, 7, Conj. |
| 9. | $(\exists x)(T(x) \& H(x))$ | 8, E.G. |

Note that it would have been incorrect to derive $(\forall x)(T(x) \& H(x))$ from line 8 by U.G. because $w$ was introduced by E.I.

An English counterpart of this argument form is the following:
(7-32) Some toadstools are poisonous. All poisonous things are harmful.

## $\therefore$ Some toadstools are harmful.

The following "proof" is erroneous because the restriction on E.I. has been ignored.
(7-33) 1. $\quad(\exists x)(C(x) \& V(x))$
2. $(\exists x)(D(x) \& V(x))$
3. $C(w) \& V(w) \quad$ 1, E.I.
4. $\quad D(w) \& V(w)$

2, E I. (incorrect)
5. $\quad C(w)$

3, Simp.
6. $\quad D(w)$

4, Simp.
7. $C(w) \& D(w) \quad$ 5, 6, Conj.
8. $(\exists x)(C(x) \& D(x))$ 7, E. G.

This argument form is easily seen to be invalid by examining the following English version:
(7-34) Some cats are vicious.
Some dogs are vicious.
$\therefore$ Some cats are dogs.
In order for a quantifier to be removed by E.I. or U.I. it must stand at the left side of the expression with no other quantifiers or connectives preceding it, and it must have the rest of the expression as its scope. Thus, $\sim(\forall x)(P(x) \& Q(x))$ cannot be instantiated as $\sim(P(v) \& Q(v))$ by U.I. because the negation sign precedes the quantifier To instantiate this expression it should first be transformed to $(\exists x) \sim(P(x) \& Q(x))$ by Quantifier Negation, and then E.I can be applied to give $\sim(P(w) \& Q(w))$. Similarly, $P(c) \rightarrow(\exists x) Q(x)$ cannot be directly instantiated to $P(c) \rightarrow Q(w)$ by E.I. because the existential quantifier is not at the extreme left of the expression, but it can produce this result after being converted to the equivalent statement $(\exists x)(P(c) \rightarrow Q(w))$ by Law 9 . Neither quantifier in $(\forall x) P(x) \&(\exists y) Q(y$ can be removed by instantiation; $(\forall x)$ is at the left but does not have the remainder of the entire expression within its scope. The solution is to convert the expression to PNF and then apply E.I. or U.I.

In the reverse process, the quantifier is attached to the left of the proposition being generalized and takes that entire expression as its scope Thus $P(v) \vee Q(v)$ cannot be generalized to $P(v) \vee(\exists x) Q(x)$ by inserting a quantifier internally, and $P(v) \vee Q(v)$ cannot be generalized by U G. to $(\forall x) P(x) \vee Q(v)$ since the scope of the universal quantifier does not include $Q(v)$.

Recall that the method of Conditional Proof allows us to introduce a premise $P$, which is temporarily assumed to be true, and upon deriving $Q$ from $P$ and the original premises to state that $P \rightarrow Q$ is logically implied by the original premises Since the truth of $P$ is not asserted but only accepted provisionally for the sake of deriving $P \rightarrow Q$ and then abandoned, $P$ may be any proposition at all In the predicate calculus, the first line of a conditional proof can be a quantified formula, e.g, $(\forall x) P(x)$ or $(\forall x)(\exists y) Q(x, y)$, or a predicate with constant terms, e.g., $P(s)$ or $L(a, b)$. In particular, the constant terms $v$ and $w$ may appear, eg, $P(v), L(w, v)$, where, as before, $v$ is an arbitrarily selected constant and $w$ is a constant that forms a true instantiation of some existentially quantified expression In the following example the conditional proof begins with $P(v)$
(7-35) 1. $\quad(\forall x)((P(x) \vee Q(x)) \rightarrow R(x))$
2. $(P(v) \vee Q(v)) \rightarrow R(v) \quad$ 1, U.I
3. $\quad P(v)$

Aux Premise
4. $P(v) \vee Q(v) \quad 3$, Add
5. $R(v) \quad 2,4, \mathrm{M} \mathrm{P}$.
6. $P(v) \rightarrow R(v) \quad 3-5$, Cond Proof
7. $(\forall x)(P(x) \rightarrow R(x)) \quad$ 6, U G

The following is a possible English version of this argument form:
(7-36) Everyone who is polite or quarrelsome is right-handed.

## $\therefore$ Everyone who is polite is right-handed.

The temporarily assumed premise in the following conditional proof is $P(c)$, where $c$ is a specific constant term
(7-37) $\quad 1 . \quad(\forall x)(P(\mathrm{c}) \rightarrow Q(x))$

| 2 | $P(c) \rightarrow Q(v)$ | I, U. I. |
| :--- | :--- | :--- |
| 3. | $P(c)$ | Aux. Premise |
| 4. | $Q(v)$ | $2,3, \mathrm{M} \mathrm{P}$ |
| 5 | $(\forall x) Q(x)$ | $4, \mathrm{U}$ G |
| 6. | $P(c) \rightarrow(\forall x) Q(x)$ | 3-5, Cond. Proof |
| 7 | $(\exists y)(P(y) \rightarrow(\forall x) Q(x))$ | 6, E. G. |

Note that in line 7 the existential quantifier has the entire conditional as its scope. To conclude $(\exists y) P(y) \rightarrow(\forall x) Q(x)$ from line 6 by E G. would be technically incorrect since the existential quantifier binds only the variable in the antecedent of the conditional. E g., let $(\forall x) Q(x)$ be false, and $(\exists y) P(y)$ and $(\exists y) \sim P(y)$ both be true. Then $(\exists y)(P(y) \rightarrow(\forall x) Q(x))$ is true, but $(\exists y) P(y) \rightarrow(\forall x) Q(x)$ is false

Compare the following English version of this argument form:
(7-38) If Chauncey is a priest, then everyone is qualified

## $\therefore$ There is someone such that, if he is a priest, everyone is qualified.

It would be invalid to conclude: If there is at least one priest, then everyone is qualified

The derivation in (7-39) constitutes part of the proof of one the Laws of Quantifier Distribution.

| 1. | $(\forall x)(P(x) \& Q(x))$ | Aux. Premise |
| :--- | :--- | :--- |
| 2 | $P(v) \& Q(v)$ | 1, U I. |
| 3. | $P(v)$ | 2, Simp. |
| 4. | $(\forall x) P(x)$ | 3, U G |
| 5 | $Q(v)$ | 2, Simp. |
| 6. | $(\forall x) Q(x)$ | 5, U. G. |
| 7. | $(\forall x) P(x) \&(\forall x) Q(x)$ | 4, 6, Conj. |
| 8. | $(\forall x)(P(x) \& Q(x)) \rightarrow((\forall x) P(x) \&(\forall x) Q(x))$ |  |

1-7, Cond Proof
This illustrates another aspect of conditional proof, namely, that it may proceed from no premises except the one that begins the conditional proof, In such a case the truth of the derived conditional statement is independent
of any other propositions, which is another way of saying that the conclusion is tautologous. To see this, recall that for any valid argument form

$$
\begin{array}{ll}
(7-40) & \varphi_{1} \\
\varphi_{2} \\
\varphi_{3} \\
\vdots \\
\therefore & \\
\therefore \psi
\end{array}
$$

the conditional $\left(\varphi_{1} \& \varphi_{2} \& \varphi_{3} \ldots\right) \rightarrow \psi$ is a tautology. We could think of the first seven lines of (7-39) not as a conditional proof but as a direct proof of $(\forall x) P(x) \&(\forall x) Q(x)$ from the single premise $(\forall x)(P(x) \& Q(x))$, and thus $(\forall x)(P(x) \& Q(x)) \rightarrow((\forall x) P(x) \&(\forall x) Q(x))$ is tautologous. In general, for every valid argument form (7-40) there is a corresponding conditional proof

| $(7-41)$ | 1. | $\left(\varphi_{1} \& \varphi_{2} \& \varphi_{3} \& \ldots\right)$ | Aux. Premise |
| :---: | :---: | :--- | :--- |
| 2. | $\varphi_{1}$ | 1, Simp. |  |
| 3. | $\varphi_{2}$ | $1, \operatorname{Simp}$ |  |
| 4. | $\varphi_{3}$ | $1, \operatorname{Simp}$. |  |
|  |  | $\vdots$ |  |
|  | n. | $\psi$ |  |
|  | $\mathrm{n}+1$. | $\left(\varphi_{1} \& \varphi_{2} \& \varphi_{3} \& \ldots\right) \rightarrow \psi$ | $1-\mathrm{n}$, Cond Proof |

that takes all the premises as provisional rather than assumed and derives a tautologous conditional as a conclusion. In both cases the same statement is being made: The premises $\varphi_{1}, \varphi_{2}, \varphi_{3}, \ldots$ taken together logically imply the conclusion $\psi$. The difference is only in whether or not the premises are assumed to be true.

To prove arguments containing multiply quantified propositions, e.g., $(\forall x)(\exists y) P(x, y)$ or $(\forall x) P(x) \rightarrow(\exists y) Q(y)$, we employ essentially the same procedure as that used with singly quantified statements: remove the quantifiers by U I and E.I, apply the rules of inference to the resulting formula, and then replace the quantifiers by U. G. and E.G. In applying U.I. or E I. to multiply quantified expressions, the quantifiers are removed one by one, beginning with the leftmost quantifier, and, as before, only a quantifier having the entire expression as its scope is removable. To this end, it may be necessary first to convert an expression into one logically equivalent by means of the laws in Sec 7.3. The complication comes in making sure that
distinct variables do not become confused during successive applications of U.I or E.I. For example, from $(\forall x)(\forall y) P(x, y)$ we get $(\forall y) P(v, y)$ by U I., but if we further instantiate this by $v$ to get $P(v, v)$, then the information that $P(x, y)$ is a propositional function in two variables, not one, has been lost. $P(v, v)$ could be generalized by U G only to $(\forall x) P(x, x)$, not to $(\forall x)(\forall y) P(x, y)$, since we cannot bind some occurrences of a variable by one quantifier and some by another In instantiating $(\forall x)(\forall y) P(x, y)$ we could use two different symbols, $v_{1}$ and $v_{2}$, say, each representing an arbitrarily chosen constant, which, by being distinct, preserve the form of the propositional function $P(x, y)$. Although it is permitted to use distinct symbols in such a case to instantiate distinct variables, it is not necessary to do so. $P(v, v)$, for example, is a legitimate instantiation of $(\forall x)(\forall y) P(x, y)$, and thus ( $\forall x)(\forall y) P(x, y)$ logically implies $(\forall x) P(x, x)$. The latter does not imply the former, however, and thus in a proof if distinct variables are allowed to merge, the original distinction cannot be subsequently recaptured in the generalization steps.

Consider, for example, the following proof:
(7-42) $\quad$ 1. $\quad(\forall x)(\forall y)(P(x, y) \rightarrow Q(y, x))$
2. $\quad(\forall x)(\forall y)(Q(y, x) \rightarrow R(x))$
3. $(\forall y)\left(P\left(v_{1}, y\right) \rightarrow Q\left(y, v_{1}\right)\right) \quad$ 1, U.I.
4. $P\left(v_{1}, v_{2}\right) \rightarrow Q\left(v_{2}, v_{1}\right) \quad 3$, U.I.
5. $(\forall y)\left(Q\left(y, v_{1}\right) \rightarrow R\left(v_{1}\right)\right) \quad$ 2, U.I.
6. $Q\left(v_{2}, v_{1}\right) \rightarrow R\left(v_{1}\right) \quad$ 5, U.I.

The instantiations in lines 5 and 6 could have been made with any constants whatever, but the choice of $v_{1}$ and $v_{2}$, the same constants used in lines 3 and 4 , allows H.S to be applied to lines 4 and 6 .

| 7. $\quad P\left(v_{1}, v_{2}\right) \rightarrow R\left(v_{1}\right)$ | 4, 6, H.S. |  |
| :--- | :--- | :--- |
| 8. $\quad(\forall y)\left(P\left(v_{1}, y\right) \rightarrow R\left(v_{1}\right)\right)$ | 7, U.G. |  |
| 9. | $(\forall x)(\forall y)(P(x, y) \rightarrow R(x))$ | 8U. G. |

The order in which $v_{1}$ and $v_{2}$ are generalized in lines 8 and 9 is immaterial since both quantifiers are universal, and, of course, the particular choice of variable symbols - $x$ for $v_{1}$ and $y$ for $v_{2}$ - is arbitrary The conclusion could equally well be written $(\forall y)(\forall x)(P(y, x) \rightarrow R(y))$.

If the premises had been instantiated every where by $v$, then line 7 would have been $P(v, v) \rightarrow R(v)$, which can be generalized in one step to $(\forall x)$
$(P(x, x) \rightarrow R(x))$. Again, this is a valid conclusion from the premises but a weaker one than the conclusion actually derived in (7-42)

As another example of an argument involving multiply quantified statements, consider the following
(7-43) Whoever forgives at least one person is a saint. There are no saints.
$\therefore$ No one ever forgives anyone.
We represent ' $x$ forgives $y$ ' by $F(x, y)$ and ' $x$ is a saint' by $S(x)$
(7-44) 1. $\quad(\forall x)(\forall y)(F(x, y) \rightarrow S(x))$
2. $\sim(\exists x) S(x)$
3. $(\forall y)\left(F\left(v_{1}, y\right) \rightarrow S\left(v_{1}\right) \quad\right.$ 1, U.I.
$4 \quad F\left(v_{1}, v_{2}\right) \rightarrow S\left(v_{1}\right) \quad$ 3, U.I.
5. $(\forall x) \sim S(x) \quad$ 2, Quant. Neg
6. $\sim S\left(v_{1}\right) \quad 5, \mathrm{U}$ I.
7. $\sim F\left(v_{1}, v_{2}\right) \quad 4,6$, M.T.
8. $(\forall y) \sim F\left(v_{1}, y\right)$

7, U.G.
9. $(\forall x)(\forall y) \sim F(x, y)$

8, U.G.
Statements containing both universal and existential quantifiers present a special problem in the order in which the quantifiers are reattached by E. G. and U. G. Suppose, for example, that $(\exists x)(\forall y) L(x, y)$ has been instantiated first by E.I and then by U.I. to $L(w, v)$. The quantifiers can now be replaced, and either order of applying E. G. and U.G. yields a valid consequence. U G. first and then E G produces the original expression, and generalizing in the opposite order gives $(\forall y)(\exists x) L(x, y)$, which is logically implied by $(\exists x)(\forall y) L(x, y)$. (There is someone who loves everyone implies Everyone is loved by at least one individual.) If we instantiate $(\forall x)(\exists y) L(x, y)$, however, where the universal stands before the existential quantifier, and then generalize, replacing the quantifiers in the opposite order yields an incorrect conclusion. $(\forall x)(\exists y) L(x, y)$, Everyone has someone whom he loves does not logically imply $(\exists y)(\forall x) L(x, y)$, There is at least one individual who is loved by everyone. Thus, in order to generalize a proposition containing both $v$ and $w$ it is necessary to know the order in which these constants were originally introduced by U.I. and E.I If U I came before EI., then the gener alizations must be carried out in the order $\mathrm{E} G$ before U . G . If EI was applied before UI, then either order of E.G. and U G. is permitted. This
restriction is illustrated in the proof of the following argument:
(7-45) Every human has a father. All Bulgarians are humans.
$\therefore$ Every Bulgarian has a father.
$H(x)$ represents ' $x$ is a human'; $F(x, y),{ }^{\prime} x$ is the father of $y$ '; and $B(x)$, ' $x$ is a Bulgarian', in the following proof.
(7-46) 1. $\quad(\forall y)(\exists x)(H(y) \rightarrow F(x, y))$
2. $(\forall x)(B(x) \rightarrow H(x))$
3. $(\exists x)(H(v) \rightarrow F(x, v)) \quad$ 1, U.I.
$4 \quad H(v) \rightarrow F(w, v) \quad$ 3, E.I.
5. $B(v) \rightarrow H(v) \quad$ 2, U.I.
6. $B(v) \rightarrow F(w, v) \quad 4,5$, H.S

Since $v$ was introduced by UI. before $w$ was introduced by E.I (lines 3 and 4), they must be generalized in the opposite order.

$$
\begin{array}{ll}
\text { 7. } \quad(\exists x)(B(v) \rightarrow F(x, v)) & \text { 6, E G. } \\
\text { 8. } \quad(\forall y)(\exists x)(B(y) \rightarrow F(x, y)) & \text { 7, U.G. }
\end{array}
$$

Generalizing in the other order would have given $(\exists x)(\forall y)(B(y) \rightarrow F(x, y))$, There is at least one individual who is the father of all Bulgarians.

### 7.5 Beth Tableaux

The Beth Tableaux for statements were designed as a strategy for finding a valuation or assignment of truth values to the atomic subformulas of a statement which verifies the premises and falsifies the conclusion and hence constitutes a counterexample to its supposed validity (truth in all valuations). Now we present an extension of that strategy to quantified formulas, seeking an assigment to individual variables which falsifies the formula The principles remain the same as for the case of statements A quantificational argument is valid if and only if every (sub)tableau for that argument leads to closure. To construct tableaux for quantified formulas we need four new rules, two for each quantifier depending on its occurrence under TRUE or under FALSE. We will first discuss some examples and then formulate the rules precisely.

Consider the (valid) argument with the premise $(\forall x)(F(x) \rightarrow G(c))$ and conclusion $(\exists x) F(x) \rightarrow G(c)$

We know that a true universal statement is verified by checking all assignments to its variables, which is a never-ending task in an infinite universe of discourse. For that reason it is better to try first to come to closure of the tableau by starting to decompose the conclusion, which we assume to be false, trying to reason towards an assignment falsifying the claimed validity, Note that the existential quantifier has only the antecedent of the conditional in its scope. The conditional is therefore the main connective, and we apply the conditional rule for statements under FALSE. A false conditional must have a true antecedent and a false consequent, so $(\exists x) F(x)$ is entered under TRUE, and $G(c)$ under FALSE If $(\exists x) F(x)$ is assumed true, then there must be an object in the domain which has the property $F$. Let's call that object $a$, and continue the tableau with $F(a)$ assumed true. Now the only formula left for decomposition is the initial universal premise. As in the rule of inference U.I. we know that for some arbitrary object the predicate must be true; so it must be true for $a$ as well. We use $a$ in instantiating the universal quantifier, obtaining $F(a) \rightarrow G(c)$ under TRUE. Now the conditional rule for true statements can be applied, which produces a split and puts $G(c)$ under TRUE and $F(a)$ under FALSE, in different subtableaux. But now the two subtableaux close, since $G(c)$ occurs under both TRUE and FALSE, and $F(a)$ occurs under TRUE and FALSE So we cannot find an assignment which makes the premise true and the conclusion false; hence the entire argument is valid. The complete tableau is (7-47):

TRUE

|  | TRUE |
| :--- | :---: |
| 1 | $(\forall x)(F(x) \rightarrow G(c))$ |
| 2. | $(\exists x) F(x)$ |
| 3. | $F(a)$ |
| 4 | $F(a) \xrightarrow{\rightarrow} G(c)$ |
| 5 | $5_{1}$ |
|  | $======\|$$5_{2} \quad G(c)$ <br> $======$ |

$$
D=\{c, a\}
$$

FALSE

$$
(\exists x) F(x) \rightarrow G(c)
$$

$$
==\begin{gathered}
G(c) \\
=-=== \\
5 \cdot \\
==
\end{gathered}
$$

The subset of the universe of discourse we actually checked consists in this case just of the objects denoted by the individual constants $a$ and $c$. But since $a$ was arbitrarily chosen we could make exactly the same tableau for any other constant. This would not have been so had we used $c$ in instantiating the premise, since that constant is obviously not arbitrarily
chosen．In constructing tableaux for quantified formulas we keep track of the set of objects used in the construction by listing them on the side of the tableau；this is for convenience of reference in case some rule we apply carries restrictions on the constant we may use in it．

Here is a slightly more complex example of a valid argument．The premises are $(\forall x)(F(x) \rightarrow \sim G(x))$ and $\sim(\forall x) \sim F(x)$ and the conclusion is（ $\exists x) \sim G(x)$ ．First we try to apply rules for connectives，in this case just true negation on $\sim(\forall x) \sim F(x)$ ，bringing（ $\forall x) \sim F(x)$ under FALSE Contin－ uing with that formula，since it is a false universal，we know there must be an object which falsifies the matrix $\sim F(x)$ ；let＇s call it $a$ ．So $\sim F(a)$ is false， and using the rule for false negation，we bring $F(a)$ under TRUE．Now we look at the existential conclusion，which，if false，says that there is no object satisfying $\sim G(x)$ ．Well，then $\sim G(a)$ is false，too，and hence $G(a)$ must be true Next we decompose the first premise，using $a$ as arbitrary object for instantiation of the universal quantifier：$F(a) \rightarrow \sim G(a)$ is true．With an application of the rule for a true conditional，we get a split with $F(a)$ under FALSE and $\sim G(a)$ under TRUE Then we bring $G(a)$ under FALSE，and obtain closure for both subtableaux．

| TRUE <br> 1． $\begin{aligned} \quad(\forall x) & (F(x) \\ \sim(\forall x) & \sim F(x)\end{aligned}$ | FALSE $\begin{equation*} (\exists x) \sim G(x) \tag{7-48} \end{equation*}$ |
| :---: | :---: |
| 2. | $(\forall x) \sim F(x)$ |
| 3 | $\sim F(a)$ |
| 4．$\quad F(a)$ |  |
| 5. | $\sim G(a)$ |
| 6．$\quad G(a)$ |  |
| 7．$\quad F(a) \rightarrow \sim G(a)$ |  |
| 8. 8.1 $8.2 \sim G(a)$ | $8_{8.1} F(a) \mid 8{ }_{2}$ |

This tableau shows us clearly that it is a good strategy to choose con－ stants we have already introduced in the universe of discourse in developing the potentially falsifying assignment．Had we chosen a new constant in Step 7，we could have continued the tableau without obtaining closure，but we would have to check all assignments instantiating the first premise，hence sooner or later we would have checked for $a$ anyway．So it＇s best to check assignments with＂old＂constants first before introducing new ones．This
strategy will provide us with the smallest possible counterexample, if there is one.

The next example shows that even when a tableau leads to closure for a number of constants, in checking truth or falsity of a universal statement we have to continue introducing new constants to instantiate the matrix, until we find a counterexample We can never be sure that no such counterexample exists, since we can always introduce a new constant. Is the inference $(\exists x) F(x) \rightarrow(\forall x) F(x)$ valid? Obviously not, since if something has a property, we can't conclude that everything has that property Let's construct a tableau providing us with a counterexample. The premise $(\exists x) F(x)$ must be true, so there is an $a$ such that $F(a)$ is true Now we use $a$ again in instantiating the universally quantified conclusion, and close the tableau. But this does not mean that we cannot find a counterexample; we have simply looked at a very special situation, a "world" with only one object, and we have not yet checked all objects in the domain. So we introduce a new object $b$ and instantiate the universal quantifier This leads to a counterexample and the tableau will not close anymore! So the counterexample consists of a model with the universe of discourse $D=\{a, b\}$ and the interpretation of $F$ in this model $=\{a\}$.

$$
\begin{equation*}
D=\{a, b\} \tag{7-49}
\end{equation*}
$$

TRUE

1. $(\exists x) F(x)$
2. $\quad F(a)$
3. 

4

FALSE
$(\forall x) F(x)$
$F(a)$
$======$
$F(b)$

Note that a universe of discourse with just one element would not constitute a counterexample, and that the smallest counterexample must have a universe with two elements. You may wonder why we did not introduce a new object in Step 3 right away. The reason is that we have adopted the strategy of checking "old" objects before introducing new ones. Although we can foresee that at first we get closure and then have to introduce a new object, it is an important property of Beth Tableaux that they provide a mechanical procedure to prove validity of arguments, and we can't rely on "foresight" in mechanical procedures. We are now ready to formulate the
new rules for quantifiers in Beth Tableaux.

## Quantifier Rules for Beth Tableaux

| quantifier occurs under | quantifier occurs under |
| :---: | :---: |
| TRUE | FALSE |

universal instantiate any object in $D^{*}$
existential
instantiate old objects and then add new objects to $D$
instantiate old objects and then add new objects to $D$ instantiate any object in $D^{*}$

* If $D$ is empty and we cannot first introduce objects by applying the rules for false universals or true existentials, then introduce a new object Also update these quantifiers whenever a new object is introduced

Note the similarity between true universal quantifiers and false existential quantifiers; these two rules never add a new object to $D$ except when the domain is empty and we cannot first introduce objects with the other quantifiers. If $D$ is empty, we introduce an arbitrary object before applying these rules for true universals and false existentials. In applying them to non-empty domains, we always check all old objects. But if the other two rules (false universal and true existential) later introduce new elements, we have to check again for closure with these new elements, "updating" the application of true universal and false existential. The other pair of rules (false universal and true existential) may introduce new objects even after closure was obtained with all old ones

It is best to apply all connective rules before using the quantifier rules, and to remember to check all subtableaux for closure when a split occurs. A subtableau has its own universe of discourse, as potential counterexamples may differ in the cardinality of $D$. If an argument contains individual constants, you may start with a universe with the same number of distinct objects as there are distinct individual constants in the formulas of the argument, but that will no longer guarantee that you get the smallest possible counterexample.

We give two more instructive examples, after which you should be able to construct tableaux for any argument formalizable in predicate logic.

|  |  | $D=\{a, b\}$ |
| :--- | :---: | :---: |
|  | TRUE | FALSE |
| 1 | $(\exists x)(\forall y) R(x, y)$ | $(\forall x) R(x, x)$ |
| $2_{\exists T}$ | $(\forall y) R(a, y)$ |  |
| $3_{\forall T}$ | $R(a, a)$ |  |
| $4_{\forall F}$ |  | $R(a, a)$ |
|  | $======$ | $======$ |
| BUT!!!! |  |  |
| $5_{\forall F}$ |  | $R(b, b)$ |
| $6_{\forall T}$ | $R(a, b)$ |  |

We have no more rules to apply, and we obtain a counterexample consisting of the model with a domain $D=\{a, b\}$, assignments $g(x)=a, g(y)=a$, and $g^{\prime}(x)=b$ and $g^{\prime}(y)=b$, and the extension of $R=\{\langle a, a\rangle,\langle a, b\rangle\}$. We assume that anything which is not listed in the extension of a predicate is in the complement of the predicate. This could have been made explicit by giving a positive and a negative extension for any predicate. Note that we "update" the true universal quantifier of 2 in 6 , instantiating the newly introduced $b$ of 5 for the formula in 2 .

| 1. | $\begin{gather*} \text { TRUE }  \tag{7-51}\\ (\forall x)(F(x) \rightarrow \sim G(x)) \\ \sim(\exists x) \sim F(x) \end{gather*}$ | $\begin{aligned} & \text { FALSE } \\ & (\exists x) \sim G(x) \end{aligned}$ |
| :---: | :---: | :---: |
| 2. $3 T$ | $\sim F(a)$ |  |
| 3. $\forall$ T | $(F(a) \rightarrow \sim G(a))$ |  |
| 4.3F |  | $\sim G(a)$ |
| $5 \sim T$ |  | $F(a)$ |
| 6. $\sim F$ | $G(a)$ |  |
| 7. | 7.1 $7.2 \sim G(a)$ | $7_{1} F(a) \mid 7{ }_{2}$ |

In Sec. 8.3 we will return to some important points of difference between tableaux for statements and tableaux for quantified arguments.

### 7.6 Formal and informal proofs

We may apply the principles developed in the preceding section on Natural Deduction to the proof of statements about sets. Note that $A \subseteq B$, for
example, is a statement which asserts that a certain two-place predicate, 'is a subset of', holds of a particular pair of sets, $A$ and $B$. That this is customarily written $A \subseteq B$ instead of $\subseteq(A, B)$ is merely a notational convention of set theory. Similarly, $x \in A$ is an open statement containing the variable $x$ in which " $\in A$ " functions as a one-place predicate $(\exists x)(x \in A)$ is then a statement asserting that $A$ is not empty The Axiom of Extension (two sets are equal if they have the same members) might be written as $(\forall X, Y)(X=Y \leftrightarrow(\forall x)(x \in X \leftrightarrow x \in Y))$.

The following is a proof showing formally that $(\forall X, Y)(X=Y \leftrightarrow(X \subseteq$ $Y \& Y \subseteq X)$ ) (two sets are equal iff each is a subset of the other) follows from the Axiom of Extension as premise:
(7-52) $\quad 1 \quad(\forall X, Y)(X=Y \leftrightarrow(\forall x)(x \in X \leftrightarrow x \in Y))$
2. $\quad V_{1}=V_{2} \leftrightarrow(\forall x)\left(x \in V_{1} \leftrightarrow x \in V_{2}\right) \quad$ 1, U I (twice)
3. $V_{1}=V_{2} \leftrightarrow(\forall x)\left(\left(x \in V_{1} \rightarrow x \in V_{2}\right) \&\left(x \in V_{2} \rightarrow x \in V_{1}\right)\right)$

2, Bicond.
4. $\quad V_{1}=V_{2} \leftrightarrow\left((\forall x)\left(x \in V_{1} \rightarrow x \in V_{2}\right) \&(\forall x)\left(x \in V_{2} \rightarrow x \in V_{1}\right)\right)$

3, Quant. Distr. (Law 4)
5. $V_{1}=V_{2} \leftrightarrow\left(V_{1} \subseteq V_{2} \& V_{2} \subseteq V_{1}\right) \quad 4$, Definition of $\subseteq$

In step 5 we have simply replaced two subexpressions of line 4 by their abbreviated forms.

$$
\text { 6. } \quad(\forall X, Y)(X=Y \leftrightarrow(X \subseteq Y \& Y \subseteq X)) 5 \text {, U.G (twice) }
$$

Line 6 thus can be added to our stock of true statements about sets in general (cf Fig 1-7)

As another illustration of a proof of a set-theoretic proposition we demonstrate the following (which was asserted without proof in $\mathrm{Ch} .1, \mathrm{Sec} .4$ ):

For any sets $X, Y$, and $Z$, if $X$ is a subset of $Y$ and $Y$ is a subset of $Z$, then $X$ is a subset of $Z$.

In symbols,
$(7-53) \quad(\forall X, Y, Z)((X \subseteq Y \& Y \subseteq Z) \rightarrow X \subseteq Z)$
Our demonstration uses a conditional proof:

| (7-54) | 1. | $V_{1} \subseteq V_{2} \& V_{2} \subseteq V_{3}$ | Aux Premise |
| :---: | :---: | :---: | :---: |
|  | 2. | $\begin{array}{r} (\forall x)\left(x \in V_{1} \rightarrow x \in V_{2}\right) \&(\forall x)\left(x \in V_{2} \rightarrow\right. \\ 1, \text { Def. } \end{array}$ | $\begin{aligned} & \left.x \in V_{3}\right) \\ & \subseteq \end{aligned}$ |
|  | 3. | $\begin{array}{r} (\forall x)\left(( x \in V _ { 1 } \rightarrow x \in V _ { 2 } ) \& \left(x \in V_{2} \rightarrow x \in\right.\right. \\ 2, \text { Quant. } \end{array}$ | $\begin{aligned} & \left.\left.\bar{V}_{3}\right)\right) \\ & \text { Distr (Law 2) } \end{aligned}$ |
|  | 4. | $\left(v \in V_{1} \rightarrow v \in V_{2}\right) \&\left(v \in V_{2} \rightarrow v \in V_{3}\right)$ | 3, U.I. |
|  | 5. | $v \in V_{1} \rightarrow v \in V_{2}$ | 4, Simp. |
|  | 6. | $v \in V_{2} \rightarrow v \in V_{3}$ | 5, Simp. |
|  | 7. | $v \in V_{1} \rightarrow v \in V_{3}$ | 5, 6, H.S |
|  | 8. | $(\forall x)\left(x \in V_{1} \rightarrow x \in V_{3}\right)$ | 7, U G |
|  | 9. | $V_{1} \subseteq V_{3}$ | 8, Def. of $\subseteq$ |
|  | 10. | $\left(V_{1} \subseteq V_{2} \& V_{2} \subseteq V_{3}\right) \rightarrow V_{1} \subseteq V_{3}$ | 1-9, C.P. |
|  | 11. | $(\forall X, Y, Z)((X \subseteq Y \& Y \subseteq Z) \rightarrow X \subseteq Z)$ |  |
|  |  | (0,U.G (three times) |  |

### 7.7 Informal style in mathematical proofs

Mathematicians rarely present proofs in the completely formal style we have been using since they can assume that their audience is familiar enough with logical equivalences and rules of inference to require only an outline of the essential steps. We have already used this style of presentation in earlier sections (see, for example, Chapter 3, Sec. 6). Such an informal proof should be easily expanded into a fully formal version that can be checked step by step if there is any doubt concerning its validity. Thus, the term "informal", when applied to proofs, does not mean "sloppy", only "condensed"

To illustrate, we give (7-54) as a mathematician might write it:
(7-55) Let $X, Y$, and $Z$ be arbitiary sets such that $X \subseteq Y$ and $Y \subseteq Z$. Let $\boldsymbol{x}$ be an arbitrary member of $X$. Because $X \subseteq Y, \boldsymbol{x} \in Y$; and because $Y \subseteq Z, x \in Z$. Therefore, $x \in X \rightarrow x \in Z$, and thus $X \subseteq Z$

Observe that no explicit mention is made of UI and U.G., it being understood from the context and use of the word 'arbitrary' that the result is true of all sets. In the last two sentences of the proof it is assumed that the reader knows the definition of $\subseteq$ and the inference rule of Hypothetical Syllogism. The whole is in the form of a conditional proof headed by the
statement $X \subseteq Y \& Y \subseteq Z$, but it is left to the reader to draw the conclusion $(X \subseteq Y \& Y \subseteq Z) \rightarrow X \subseteq Z$ and to generalize it universally

As another example, we state the definition of 'proper subset' and give both formal and informal proofs of a theorem containing this predicate.

$$
\begin{equation*}
(\forall X, Y)(X \subset Y \leftrightarrow(X \subseteq Y \& X \neq Y)) \tag{7-56}
\end{equation*}
$$

The expression $X \neq Y$ is an alternative notation for $\sim(X=Y)$. Similarly, $X \nsubseteq Y, X \not \subset Y$, and $x \notin Y$ can be written in place of $\sim(X \subseteq Y)$, $\sim(X \subset Y)$, and $\sim(x \in Y)$, respectively. The predicate $\subset$ in (7-56) is defined in terms of the predicates $\subseteq$ and $=$, which can in turn be expressed in terms of the predicate $\epsilon$, thus:
(7-57) $(\forall X, Y)(X \subset Y \leftrightarrow((\forall x)(x \in X \rightarrow x \in Y) \&$

$$
\sim(\forall x)(x \in X \leftrightarrow x \in Y)))
$$

We wish to prove:
For any sets $X$ and $Y$, if $X$ is a proper subset of $Y$, there is some member of $Y$ that is not a member of $X$.

That is,
$(7-58) \quad(\forall X, Y)(X \subset Y \rightarrow(\exists x)(x \in Y \& x \notin X))$
(7-59) Proof (formal):

1. $\mid V_{1} \subset V_{2}$
2. $\quad V_{1} \subseteq V_{2} \& V_{1} \neq V_{2}$
3. $\quad V_{1} \neq V_{2}$
4. $\sim\left(V_{1} \subseteq V_{2} \& V_{2} \subseteq V_{1}\right)$
5. $\quad V_{1} \nsubseteq V_{2} \vee V_{2} \nsubseteq V_{1}$
6. $\quad V_{1} \subseteq V_{2}$
7. $\quad V_{2} \nsubseteq V_{1}$
8. $\sim(\forall x)\left(x \in V_{2} \rightarrow x \in V_{1}\right)$
9. $(\exists x) \sim\left(x \in V_{2} \rightarrow x \in V_{1}\right)$
10. $(\exists x) \sim\left(x \notin V_{2} \vee x \in V_{1}\right)$
11. $(\exists x)\left(x \in V_{2} \& x \notin V_{1}\right)$
12. $V_{1} \subset V_{2} \rightarrow(\exists x)\left(x \in V_{2} \& x \notin V_{1}\right)$

Aux. Premise
1, Def. of $\subset$
2, Simp.
3, (7-52) above
4, DeM.
2, Simp.
5, 6, D.S.
7, Def. of $\subseteq$
8, Quant. Neg.
9, Cond.
10, DeM.
13. $(\forall X, Y)(X \subset Y \rightarrow(\exists x)(x \in Y \& x \notin X))$ 12, U.G. (twice)
(7-60) Proof (informal): Let $X$ and $Y$ be arbitrary sets such that $X \subset Y$. Then, by definition, $X \subseteq Y$ and $X \neq Y, X=Y$ iff $X \subseteq Y$ and $Y \subseteq X$. Therefore, since $X \neq Y$ and $X \subseteq Y$, it follows that $Y \nsubseteq X$, which implies that there is some $x$ in $Y$ that is not in $X$.

As a final example we give formal and informal versions of a proof involving binary relations:

For any binary relation $R, R=\left(R^{-1}\right)^{-1}$.
We make use of the result proved in (7-52), i.e, for all sets $X$ and $Y$, $X=Y$ iff $(X \subseteq Y \& Y \subseteq X)$. Thus we first prove $R \subseteq\left(R^{-1}\right)^{-1}$, then that $\left(R^{-1}\right)^{-1} \subseteq R$. (This is the customary procedure in showing equality of two sets.)
(7-61) Proof (formal):

$$
\begin{aligned}
& 1 . \mid\left\langle v_{1}, v_{2}\right\rangle \in V \quad \text { Aux. Premise } \\
& {\left[\left\langle v_{1}, v_{2}\right\rangle\right. \text { is an arbitr arily chosen ordered pair in the }} \\
& \text { arbitrarily chosen binary relation } V]
\end{aligned}
$$

| 2. | $(\forall R)(\forall x, y)\left(\langle x, y\rangle \in R \leftrightarrow\langle y, x\rangle \in R^{-1}\right)$ | Def. of inverse |
| :--- | :--- | :--- |
| 3. | $(\forall x, y)\left(\langle x, y\rangle \in V \leftrightarrow\langle y, x\rangle \in V^{-1}\right.$ | 2, U.I. |
| 4. | $\left\langle v_{1}, v_{2}\right\rangle \in V \leftrightarrow\left\langle v_{2}, v_{1}\right\rangle \in V^{-1}$ | 3, U.I. (twice) |
| 5. | $\left(\left\langle v_{1}, v_{2}\right\rangle \in V \rightarrow\left\langle v_{2}, v_{1}\right\rangle \in V^{-1}\right) \&$ | 4, Bicond. |
|  | $\left(\left\langle v_{2}, v_{1}\right\rangle \in V^{-1} \rightarrow\left\langle v_{1}, v_{2}\right\rangle \in V\right)$ |  |
| 6. | $\left\langle v_{1}, v_{2}\right\rangle \in V \rightarrow\left\langle v_{2}, v_{1}\right\rangle \in V^{-1}$ | 5, Simp. |
| 7. | $\left\langle v_{2}, v_{1}\right\rangle \in V^{-1}$ | 1, 6, M. |
| 8. | $(\forall x, y)\left(\langle x, y\rangle \in V^{-1} \leftrightarrow\langle y, x\rangle \in\left(V^{-1}\right)^{-1}\right.$ | 2, U.I. |

[generalizing line 2 again, this time with respect to $V^{-1}$ ]

| 9. | $\left\langle v_{2}, v_{1}\right\rangle \in V^{-1} \leftrightarrow\left\langle v_{1}, v_{2}\right\rangle \in\left(V^{-1}\right)^{-1}$ | 8, U I. (twice) |
| ---: | :--- | :--- |
| 10. | $\left(\left\langle v_{2}, v_{1}\right\rangle \in V^{-1} \rightarrow\left\langle v_{1}, v_{2}\right\rangle \in\left(V^{-1}\right)^{-1}\right) \&$ | 9, Bicond. |
|  | $\left(\left\langle v_{1}, v_{2}\right\rangle \in\left(V^{-1}\right)^{-1} \rightarrow\left\langle v_{2}, v_{1}\right\rangle \in V^{-1}\right)$ |  |
| 11. | $\left\langle v_{2}, v_{1}\right\rangle \in V^{-1} \rightarrow\left\langle v_{1}, v_{2}\right\rangle \in\left(V^{-1}\right)^{-1}$ | 10, Simp. |
| 12. | $\left\langle v_{1}, v_{2}\right\rangle \in\left(V^{-1}\right)^{-1}$ | 7, 11, M.P. |
| 13. | $\left\langle v_{1}, v_{2}\right\rangle \in V \rightarrow\left\langle v_{1}, v_{2}\right\rangle \in\left(V^{-1}\right)^{-1}$ | 1-12, C.P. |
| 14. | $(\forall x, y)\left(\langle x, y\rangle \in V \rightarrow\langle x, y\rangle \in\left(V^{-1}\right)^{-1}\right)$ | 13. U.G (twice) |
| 15. | $V \subseteq\left(V^{-1}\right)^{-1}$ | 14, Def. of $\subseteq$ |
| 16. | $(\forall R) R \subseteq\left(R^{-1}\right)^{-1}$ | 15, U.G. |

The proof of the other half, i.e. $\left(R^{-1}\right)^{-1} \subseteq R$, is quite similar and is left as an exercise for the reader.

Here is an informal version of the part just proved:
(7-62) Proof (informal): Let $R$ be an arbitrarily chosen binary relation. Assume $\langle x, y\rangle \in R$. Then by the definition of inverse, $\langle y, x\rangle \in$ $R^{-1}$. Again, by the definition of inverse, if $\langle y, x\rangle \in R^{-1}$, then $\langle x, y\rangle \in\left(R^{-1}\right)^{-1}$. Thus, if $\langle x, y\rangle \in R,\langle x, y\rangle \in\left(R^{-1}\right)^{-1}$, and so $R \subseteq\left(R^{-1}\right)^{-1}$.

In fact, if the proof were intended for readers assumed to be very familiar with these notions, it might appear in even more condensed form:
(7-63) Proof: Let $R$ be a relation and let $\langle x, y\rangle$ be in $R$. Then $\langle y, x\rangle \in R^{-1}$ and $\langle x, y\rangle \in\left(R^{-1}\right)^{-1} . \therefore R \subseteq\left(R^{-1}\right)^{-1}$.
or even
(7-64) Proof: Obvious.
A proof is in part a demonstration that some statement follows by logical steps from assumed premises, but it is also an attempt to convince some actual or imagined audience of this logical connection. Therefore, what counts as an adequate proof depends to a certain extent on the level of sophistication of one's audience. Of course, as a minimal condition it must be valid, but a proof at the level of detail appropriate for an introductory logic textbook would strike an experienced mathematician as tedious and pedantic, whereas condensed proofs omitting many logical steps appear incomprehensible to beginners. In subsequent proofs in this book we will aim for an informal level which we hope will be neither condescending nor obscure.

## Exercises

1. Translate the following English sentences into predicate logic; choose your own variables and predicate letters, giving the key. If you think more than one translation is suitable, give the alternatives and discuss their differences. Represent as much as possible of the structure relevant to quantificational arguments.
(a) Everything is black or white.
(b) Either everything is black or it is white.
(c) A dog is a quadruped.
(d) Fido is a dog.
(e) Everybody loves somebody
(f) Someone is loved by everyone.
(g) There is someone whom everyone loves
(h) If someone loves someone, John loves himself
(i) No one loves himself, unless it is John
(j) Anyone either loves himself or some woman.
(k) If you love a woman, kiss her or lose her.
(l) If no one kisses John, Mary will
(m) People who live in New York love it
( $n$ ) If John does not love New York, he does not live there ( i e, in it)
(o) If someone does not love New York, he does not know it.
(p) If a tableau closes, there are no counterexamples.
(q) Give him a finger, and he takes the whole hand (Dutch proverb)
(r) Someone who is noisy annoys everyone but himself.
(s) If someone is noisy, he annoys everybody.
(t) Although no one made noise, John was annoyed.
(u) Someone owns a car but rides his bike as well.
(v) Only drunk drivers under 18 cause bad accidents.
(w) Don't drink and drive!
(x) Driving is risky, if you are drunk.
( $\mathbf{y}$ ) All is well that ends well.
2. As a translation of the sentence Everyone answered all the questions, the statement $(\forall x)(\forall y) A(x, y)$ is not adequate, when $A(x, y)$ translates ' $x$ answered $y$ ', since, as we saw in Sec 7.3, the universe of discourse must contain both people and questions We have to represent the two distinct sets by two predicates in the antecedent of a conditional formula. In the light of this discussion, translate the following sentences.
(a) No one answered every question.
(b) For every question there was someone who answered it.
(c) Everyone answered at least one question.
(d) Some people didn't answer any questions.
(e) Everyone likes Mary except Mary herself. (use $I(x, y)$ for identity)
(f) Everyone but Fred answered at least one question
(g) Everyone who answered a question attempted some question or other.
(h) No one answered any question that everyone attempted
(i) Everyone who attempted a question answered it.
3. In each of the following expressions, identify all bound and free occurrences of variables, and underline the scope of the quantifiers.
(a) $(\forall x) P(x) \vee Q(x, y)$
(b) $(\forall y)(Q(x) \rightarrow(\forall z) P(y, z))$
(c) $(\forall x) \sim(P(x) \rightarrow(\exists y)(\forall z) Q(x, y, z))$
(d) $(\exists x) Q(x, y) \& P(y, x)$
(e) $(\forall x)(P(x) \rightarrow(\exists y)(Q(y) \rightarrow(\forall z) R(y, z)))$
4. Each part of this exercise consists of an English sentence followed by a translation of it in predicate logic and a number of additional formulas. Indicate which of the formulas are equivalent to the translation and give the laws or rules necessary to show this equivalence. If a formula is not equivalent to the translation, give a rendition of it in English.
(a) Everything has a father and all odd numbers are integers.
(Note: While it would be tempting to read the given formula as everyone has a father .. $\therefore$, this would be inaccurate, since we have not restricted the universe to the set of people and cannot do so if we want the predicates odd and integer to apply to some elements in the universe. To render everyone in predicate logic, we would have to add an antecedent with the predicate person.)

|  | $(\forall x)(\exists y) F(y, x) \&(\forall z)(O(z) \rightarrow I(z))$ |
| :--- | :--- |
| $(1)$ | $(\forall z)(\forall x)(\exists y)(F(y, x) \&(O(z) \rightarrow I(z)))$ |
| $(2)$ | $(\forall z)(\exists y)(\forall x)(F(y, x) \&(O(z) \rightarrow I(z)))$ |
| $(3)$ | $(\forall x)(\forall z)(\exists y)(F(y, x) \&(O(z) \rightarrow I(z)))$ |

(b) If Adam is a bachelor, then not all men are husbands.

$$
\begin{array}{ll} 
& B(a) \rightarrow \sim(\forall x)(M(x) \rightarrow H(x) \\
(1) & (\forall x)(B(a) \rightarrow \sim(M(x) \rightarrow H(x))) \\
\text { (2) } & (\exists x)(B(a) \rightarrow \sim(M(x) \rightarrow H(x))) \\
\text { (3) } & \sim(B(a) \rightarrow(\forall x)(M(x) \rightarrow H(x))) \\
\text { (4) } & B(a) \rightarrow(\exists x)(M(x) \& \sim H(x))
\end{array}
$$

(c) If there is anything that is evil, then God is not benevolent

$$
\begin{array}{ll} 
& (\exists x) E(x) \rightarrow \sim B(g) \\
\text { (1) } & \sim((\exists x) E(x) \& B(g)) \\
\text { (2) } & (\forall x)(E(x) \rightarrow \sim B(g))
\end{array}
$$

5. Find two equivalent but different formulas translating each of the sentences below, using the predicates given
(a) For every integer, there is a larger integer.
$(I(x), L(x, y))$
(b) Either every prime number is odd or some integers are even, or both
$(P(x), I(x), O(x))$
(c) If there is a prime number which is even, then all prime numbers greater than 7 are odd.
$(P(x), O(x), G(x, y))$
(d) If all men are mortal, then Socrates is mortal. $(H(x), M(x))$
6. Give the Prenex Normal Forms of these formulas:
(a) $((\exists x) A(x) \&(\exists x) B(x)) \rightarrow C(x)$
(b) $(\forall x) A(x) \leftrightarrow(\exists x) B(x)$
7. Prove the validity of the following argument forms:
(a) $\quad \sim(\exists x)(P(x) \& Q(x))$ $(\exists x)(P(x) \& R(x))$
$\therefore \overline{(\exists x)(R(x) \& \sim Q(x))}$
(b) $\quad(\forall x)(P(x) \rightarrow Q(x))$ $(\exists x)(R(x) \& \sim Q(x))$
$\therefore \overline{(\exists x)(R(x) \& \sim P(x))}$
(c) $\quad(\forall x)(P(x) \rightarrow Q(x))$
$(\exists x)(P(x) \& R(x))$
$\therefore \overline{(\exists x)(R(x) \& Q(x))}$
(d) $\quad(\forall x)(P(x) \rightarrow Q(x))$
$\sim(\forall x)(P(x) \quad \rightarrow$
$R(x))$
$\therefore(\exists x)(\sim R(x) \& Q(x))$
(e) $\quad(\forall x)(P(x) \rightarrow Q(x))$
$P(a)$
$R(a)$
$\therefore(\exists x)(R(x) \& Q(x))$

|  | $(\forall x)((P(x) \vee Q(x)) \rightarrow R(x))$ |
| ---: | :--- |
|  | $(\forall x)((R(x) \vee S(x)) \rightarrow T(x))$ |
| $\therefore$ | $(\forall x)(P(x) \rightarrow T(x))$ |

8. Construct proofs of validity for the following English arguments. ((a)(c) are adapted from the author of Alice in Wonderland, Lewis Caroll [C. L Dodgson], Symbolic Logic, (1896).)
(a) Babies are illogical Nobody who is despised can manage a crocodile Illogical persons are despised. Therefore, babies cannot manage crocodiles.
(b) Everyone who is sane can do logic. No lunatics are fit to serve on a jury. None of your sons can do logic. Therefore, none of your sons is fit to serve on a jury.
(c) No ducks waltz No officers ever decline to waltz All my poultry are ducks. Therefore, my poultry are not officers.
(d) All vowels are sonorants. All stops are obstruents. Nothing is both a sonorant and an obstruent. Therefore, nothing is both a vowel and a stop.
(e) No linguist believes in the parity principle. Everyone believes in the parity principle or is a behaviorist. Every dietician renounces behaviorism. My aunt is a dietician. Therefore, there is someone who is neither a linguist nor a behaviorist.
9. Test the validity of the following arguments with Beth Tableaux. Provide a counterexample, if invalid.
(a) $\sim(\exists x) F(x) \Rightarrow(\forall x) \sim F(x)$
(b) $(\forall x)(\exists y) R(x, y) \Rightarrow(\exists y)(\forall x) R(x, y)$
(c) $(\exists y)(\forall x) R(y, x) \Rightarrow(\forall x)(\exists y) R(y, x)$
10. Give a formal proof of each of the following:
(a) If $A \subseteq B$ and $B \subset C$, then $A \subset C$.
(b) If $A \subseteq B$ and $A \llbracket C$, then $B \llbracket C$.
11. Give informal proofs of each of the following statements:
(a) $(A-B) \subseteq A$
(b) $((A-B) \cup(B-A)=\emptyset)$ iff $A=B$
(c) $B^{\prime} \supseteq A$ iff $A$ and $B$ are disjoint.
(d) $A \subseteq B$ iff $A \cup(B-A)=B$
(e) $\wp(A) \cap \wp(B)=\wp(A \cap B)$
(f) $\wp(A) \cup \wp(B) \subseteq \wp(A \cup B)$
12. Give informal proofs of the properties of binary relations in Fig. 3-2 not already proved in the text. (If the property is "not determined", give examples which show why this is so.)

## Chapter 8

## Formal Systems, Axiomatization, and Model Theory

### 8.1 The syntactic side of formal systems

In this section and the next, we return in greater detail to the study of formal systems from syntactic and semantic perspectives. In this section we focus on the syntactic side, and our aim will be to link together the notion of recursive definition which we introduced in Chapter 1 as a means of specifying sets with the closely related notions of inductive proof, new in this chapter, and of axiomatic system. Some of the close connections between grammars and formal systems will be illustrated, and various string operations will be formalized, although grammars as a topic in their own right will not be taken up until Part E. The discussion in this section will be purely syntactic (in part so as to illustrate what that means); we will return to a semantic investigation of some of the formal systems discussed here in the next section.

### 8.1.1 Recursive definitions

Consider the set $M$ of all mirror-image strings on $\{a, b\}$. A mirror-image string is one that can be divided into halves, the right half consisting of the same sequence of symbols as the left half but in the reverse order. For
example, $a a a a, a b b a, b a b b a b$, and $b b a b b a b b$ are mirror-image strings, but $b a b b$, $a a a b$, and $b a b$ are not. The following is a possible recursive definition of $M$.
(8-1) 1. $a a \in M \& b b \in M$
2. $(\forall x)(x \in M \rightarrow(a x a \in M \& b x b \in M))$
3. $M$ contains nothing but those members it has by virtue of lines 1 and 2

Line 1 , which is called the base of the recursive definition, asserts that $x \in M$ is true of the specific string $a a$ and $b b$. Line 2, called the recursion step or simply the recursion, says that for any string $x$ if $x \in M$ is true, then it is also true of the strings formed from $x$ by concatenating an $a$ at both ends or a $b$ at both ends Line 3 , the restriction, rules out any true instances of $x \in M$ other than those covered by lines 1 and 2 . Without the restriction, the definition would specify a class of sets meeting the conditions of lines 1 and 2 but possibly containing other members as well.

The recursion step of a recursive definition is characteristically a conditional in which what is being defined occurs in both the antecedent and the consequent. This makes recursive definitions look like alleged definitions that are circular and, consequently, not really definitions at all. For example, the putative definition of 'subset' in (8-2)
(8-2) For any sets $A$ and $B, A$ is a subset of $B$ iff every subset of $A$ is also a subset of $B$.
contains a vicious circularity in which the notion 'subset' is characterized by appealing to that notion itself. That is, one could not know what a subset is until one had already determined what a subset is. If 'subset' had already been adequately defined in the customary way in terms of the predicate $\epsilon$, then (8-2) would be a perfectly sensible, in fact, true statement; but as a statement introducing the term 'subset' for the first time (8-2) is defectively circular.

In a recursive definition this circularity is avoided by the presence of the base, which makes a nonconditional statement about the thing being defined. Given the base, one can take an appropriate substitution instance of the recursion step and by Modus Ponens derive the consequent of that substitution instance. From the base and recursion of (8-1), for example, the following inference can be carried out:
(8-3) 1. $\quad a a \in M \& b b \in M$
2. $(\forall x)(x \in M \rightarrow(a x a \in M \& b x b \in M))$
3. $a a \in M \quad$ 1, Simp.
4. $a a \in M \rightarrow(a a a a \in M \& b a a b \in M) \quad 2$, U.I.
5. $a a a a \in M \& b a a b \in M \quad 3,4, \mathrm{M}$ P.
6. $b a a b \in M$

5, Simp.
From this line and another substitution instance of the recursion step
7. $b a a b \in M \rightarrow(a b a a b a \in M \& b b a a b b \in M) \quad 2$, U.I.
we can derive
8. $a b a a b a \in M \& b b a a b b \in M \quad 6,7, M . P$.

Such a series of steps constitutes a proof that certain strings are in $M$, given the base and recursion of the recursive definition (8-1) as premises. The fact that such a proof is possible for every string asserted to be in $M$ by the definition serves to convince us that this recursive definition really does define something and is not circular. Without the base, however, no such proofs are possible. From the recursion step alone one can derive only a series of conditionals.
(8-4) 1. $(\forall x)(x \in M \rightarrow(a x a \in M \& b x b \in M))$
2. $a a \in M \rightarrow(a a a a \in M \& b a a b \in M) \quad$ 1, U.I
3. $(a a \in M \rightarrow a a a a \in M) \&(a a \in M \rightarrow b a a b \in M)$ 2, Log. Equi
4. $a a \in M \rightarrow a a a a \in M$ 3, Simp.
5. $a a a a \in M \rightarrow(a a a a a a \in M \& b a a a a b \in M) \quad$ 1, U.I.
6. $a a \in M \rightarrow(a a a a a a \in M \& b a a a a b \in M) \quad 4,5$, H.S

The conclusions that can be derived are statements that if certain strings are in $M$, then so are certain others. Lacking the base, the definition would not assert that $M$ contain any strings at all.

We also note that the close connection between sets and predicates allows us to regard a recursive definition either as defining a predicate, e.g., the predicate 'is a member of $M$ ' in the preceding example, or, equivalently, as defining a set that is the extension of that predicate, e.g., the set $M$.

A slightly more complex example is the recursive definition of the set of well-formed formulas (wff's) in statement logic (cf. Sec. 6.1). The following definition divides those strings constructed from the alphabet

$$
C=\{p, q, r, \&, \vee, \sim, \rightarrow, \leftrightarrow,(,)\}
$$

that are legitimate expressions in this system of logic, e.g, $((p \& q) \vee r) \rightarrow s)$, from those, e.g., $(p \& \rightarrow r)$, which are not.
(8-5) $\quad$ 1. $p$ is a $w f f ; q$ is a $w f f ; r$ is a $w f f$
2. For all $\alpha$ and $\beta$, if $\alpha$ and $\beta$ are wff's then so is

> (a) $(\alpha \& \beta)$
> (b) $(\alpha \vee \beta)$
> (c) $(\alpha \rightarrow \beta)$
> (d) $(\alpha \leftrightarrow \beta)$
> (e) $\sim \alpha$
3. Nothing is a wff except as a consequence of lines 1 and 2.

Using this definition we can prove that some particular expression, say $((p \& q) \vee r)$, is a $w f f$.
(8-6) 1. $\quad p$ is a $w f f \& q$ is a $w f f$
2. ( $p$ is a $w f f \& q$ is a $w f f) \rightarrow(p \& q)$ is a $w f f$
3. $(p \& q)$ is a $w f f$
4. $r$ is a $w f f$
5. ((p\&q) is a $w f f$ \& $r$ is a $w f f) \rightarrow$ $((p \& q) \vee r)$ is a $w f f$
6. $(p \& q)$ is a $w f f \& r$ is a $w f f$
7. $((p \& q) \vee r)$ is a $w f f$
(1), Simp.
(2a), U I.
$1,2, \mathrm{M} P$.
(1), Simp.
(2b), U.I.
3, 4, Conj
5, 6, M. P.

The definition in (8-5) does not characterize all the wff's of statement logic since it allows no more than three distinguishable atomic statements $p, q$, and $r$. Of course more symbols could be added to the alphabet and the base of the recursive definition could be appropriately expanded, but for any given finite number of symbols for atomic statements there is some wff in statement logic containing more than this number of distinct atomic statements. Thus, it would appear that there must be an infinite number of symbols for atomic statements in the alphabet and that the base of the definition must consist of an infinite conjunction of the form $p$ is a $w f f \& q$ is a $w f f$ \& $\cdot \cdots$. This raises anew the problem of specifying the members of an infinite set-here, the set of conjuncts in the base of the recursive definition. The solution is to precede the recursive definition of $w f f$ by a recursive
definition of 'atomic statement' (more precisely, the set of symbols denoting atomic statements). One symbol, say $p$, is chosen and other symbols are created by adding primes successively: $p, p^{\prime}, p^{\prime \prime}, p^{\prime \prime \prime}$, etc. Each such symbol is considered distinct, designating an atomic statement potentially distinct from all others. The recursive definition is as follows:
(8-7) 1. $p$ is (or denotes) an atomic statement
2. For all $x$, if $x$ is an atomic statement, then so is $x^{\prime}$
3. Nothing else is an atomic statement

The recursive definition of $w f f$ is now as in (8-5) except that the base is replaced by:

## 1. Every atomic statement is a $w f f$.

It is also understood, of course, that the definition of $w f f$ now applies to strings on the finite alphabet $C^{\prime}=\left\{p,^{\prime}, \&, \vee, \sim, \rightarrow, \leftrightarrow,(),\right\}$.

Nothing essentially new is involved in framing one recursive definition in terms of another. We have already seen many examples of definitions in which previously defined concepts appear; for example, the definition of 'power set' in terms of 'subset' in Chapter 1. If recursive definition is a legitimate mode of definition, then there can be no objection to using one recursively defined predicate in the recursive definition of another.

### 8.2 Axiomatic systems and derivations

Recursive definitions and axiomatic systems have a similar logical structure. From a finite number of statements given initially an infinite number of additional statements are derivable by repeated application of a specified set of rules. The statements assumed at the outset are the axioms, and the additional statements, called theorems, are derived from the axioms and previously derived theorems by interated applications of the rules of inference. The set of axioms, the set of rules of inference, and the alphabet in which all these are written constitute an axiomatic system. Viewed in this way, a recursive definition is like an axiomatic system in which the base states the axioms and the recursion step constitutes the rules of inference. The members of the set specified by the recursive definition, aside from those given by the base, comprise the theorems of the system

Definition 8.1 An axiomatic system is an ordered triple $(A, S, P)$ in which

1. A is a finite set of symbols, called the alphabet.
2. $S$ is a set of strings on $A$, called the axioms.
3. $P$ is a set of $n$-place relations in $A^{*}$, the set of all strings made from the alphabet $A$, where $n \geq 2$ (i.e., the $n$-tuples in $P$ must be at least ordered pairs.) The members of $P$ are called productions or rules (of inference).

We now indicate how the productions are to be employed in deriving additional strings.

Definition 82 Given an axiomatic system $(A, S, P)$, if

$$
\left(x_{1}, x_{2}, \ldots, x_{n-1}, x_{n}\right)
$$

is a production in $P$, we say that $x_{n}$ follows from $\left(x_{1}, x_{2}, \ldots, x_{n-1}\right)$. We also use $x_{1}, x_{2}, \ldots, x_{n-1} \rightarrow x_{n}$ as an equivalent notation for ( $x_{1}, x_{2}, \ldots, x_{n-1}, x_{n}$ ).

Definition 83 Given an axiomatic system $(A, S, P)$, a linearly ordered sequence of strings $y_{1}, y_{2}, \ldots, y_{m}$ is called a derivation or proof of $y_{m}$ if and only if every string in the sequence is either (1) an axiom, or (2) follows one of the productions in $P$ from one or more strings preceding it in the sequence. If there is a derivation of $y$ in a given axiomatic system, $y$ is called a theorem of that system.

We can illustrate these definitions by reinterpreting the recursive definition in (8-1) of mirror-image strings on $\{a, b\}$ as an axiomatic system.

$$
\text { (8-8) } \begin{aligned}
& A=\{a, b\} \\
& \\
& S=\{(a a, b b)\} \\
& \\
& P=\left\{(x, y) \in A^{*} \times A^{*} \mid y=a x a \vee y=b x b\right\}
\end{aligned}
$$

The productions are thus the infinite set of ordered pairs

$$
\begin{equation*}
\{(e, a a),(e, b b),(a, a a a),(a, b a b),(b, a b a),(b, b b b),(a a, a a a a), \ldots\} \tag{8-9}
\end{equation*}
$$

or in the alternative notation,
(8-10) $\{e \rightarrow a a, e \rightarrow b b, a \rightarrow a a a, a \rightarrow a b a, b \rightarrow b b b, a a \rightarrow a a a a, \ldots\}$
In this axiomatic system, we see that the sequence of lines
(8-11) $b b, a b b a, a a b b a a$
is a derivation of $a a b b a a$ since the last string follows from preceding strings (in fact, from just the one immediately preceding) by the production $a b b a \rightarrow$ $a a b b a$; similarly, $a b b a$ follows from $b b$ by the production $b b \rightarrow a b b a$; and $b b$ is an axiom Therefore, aabbaa is a theorem of this axiomatic system. The sequence
(8-12) $b b, b a a b$
is not a derivation since $b a a b$ does not follow from $b b$ by the rules of $P$. This does not necessarily mean that the string $b a a b$ is not a theorem since there may exist some derivation in the system in which baab is the last line. It happens in this case that there is, viz,
(8-13) $a a, b a a b$
and thus baab is a theorem.
One consequence of the definition is that the first line of a derivation must be an axiom since there are no lines preceding the first from which it could follow. Thus, a sequence such as
(8-14) $a b, a a b a, b a a b a b$
is not a derivation because $a b$ is not an axiom. A derivation may, however, consist of only one line and, if so, that line must necessarily be an axiom.

The set of productions $P$ in (8-8) is an infinite set of all ordered pairs of the form $(x, a x a)$ and $(x, b x b)$, where $x$ is a variable whose values are all the strings in $A^{*} . P$, therefore, contains productions such as $L(a, a a a)$ and ( $a b, b a b b$ ) that will never actually be used in the derivation of any theorems in this system from the given set of axioms Further, because $\boldsymbol{x}$ is a variable symbol and not a member of the alphabet $A$, the expressions ( $x, a x a$ ) and ( $x, b x b$ ) are not themselves productions but rather production schemata or
formulas for constructing productions This finite set of schemata specifies an infinite set of productions in which the variable symbol $x$ is replaced by any constant string on $A^{*}$. To be completely formal, we could, of course, give a recursive definition of the set of productions, thus embedding one recursive specification within another as we did in (8-5) and (8-7).

The axioms may also be specified by schemata containing variable symbols (or by recursive definition). For example, in the axiomatic system given in (8-15), whose theorems are all the $w f f$ 's of statement logic, $S$ is an axiom schema specifying as an axiom any string consisting of the symbol $p$ followed by any number of primes [cf. (8-7)]. $P$ is also a schema for the infinite set of productions of this system.

$$
\begin{array}{ll}
\text { (8-15) } & A=\left\{\&, \vee, \sim, \rightarrow, \leftrightarrow,(,), p^{\prime}\right\} \\
& S=\left\{p x \mid x \in\{ \}^{*}\right\} \\
& P=\{(x, \sim x),(x, y,(x \& y)),(x, y,(x \vee y)),(x, y,(x \leftrightarrow y))\} \text { where } \\
x \text { and } y \text { are strings in } A^{*}
\end{array}
$$

Problem: Which of the following sequences are derivations in the axiomatic system of (8-15)?

1. $p, \sim p, \sim \sim p$
2. $p, p^{\prime},\left(p \vee p^{\prime}\right),\left(\left(p \vee p^{\prime}\right) \& p^{\prime \prime}\right)$
3. $(p \vee p), p^{\prime},\left(p^{\prime} \rightarrow(p \vee p)\right)$
4. $p, \sim p, p^{\prime}$

### 8.2.1 Extended axiomatic systems

From a syntactic perspective, it is not uncommon to extend the definition of an axiomatic system somewhat to allow two kinds of symbols in the alphabet. Specifically, we have a basic alphabet and an auxiliary alphabet, which are disjoint sets. Symbols from both sets may appear in the lines of a derivation, but the theorems contain only symbols from the basic alphabet. An axiomatic system with two disjoint alphabets of this sort will be called an extended axiomatic system (e.a.s.). (Note: We are here dangerously close to blurring the line between axiomatic systems and grammars; model theorists would probably not countenance these extended axiomatic systems as genuine axiomatic systems.)

Definition 8.4 An extended axiomatic system is an ordered quadruple $(A, B, S, P)$ where

1. $A$ is a finite set of symbols, the auxiliary alphabet.
2. $B$ is a finite set of symbols, the basic alphabet; $A$ and $B$ are disjoint.
3. $S$ is a set of strings on $(A \cup B)^{*}$, the axioms. $S$ may be specified by a finite set of axiom schemata
4. $P$ is a set of $n$-place relations ( $n \geq 2$ ) on strings of $(A \cup B)^{*}$ called productions or rules of inference. $P$ may be specified by a finite set of production schemata. If $\left(x_{1}, x_{2}, \ldots, x_{n-1}, x_{n}\right)$ is a production in $P$, we say that $x_{n}$ follows from $x_{1}, x_{2}, \quad, x_{n-1}$, which can also be denoted by $x_{1}, x_{2}, \ldots, x_{n-1} \rightarrow x_{n}$

In an e.a.s. we distinguish between a derivation and a proof, since not every derivation ends in a theorem. The definition of derivation is just as before

Definition 8.5 Given an eas. $(A, B, S, P)$, a linearly ordered sequence of strings, $y_{l}, y_{2}, \ldots, y_{m}$ is called a derivation of $y_{m}$ if every string in the sequence (1) is an axiom, or (2) follows by one of the productions in $P$ from one or more strings preceding it in the sequence.

Definition 86 Given an e.a.s $(A, B, S, P)$, a string $y$ is a theorem iff (1) there is a derivation of $y$ in $(A, B, S, P)$, and (2) $y \in B^{*}$. When $y$ is a theorem, a derivation of $y$ is called a proof of $y$.

We note that by our definitions every axiomatic system is also an e.a $s$ with the null set as the auxiliary alphabet, but not every eas is an axiomatic system. An eas with a nonnull auxiliary alphabet is a proper e.a.s

An example of a proper e.a.s., whose theorems are the mirror-image strings on $a, b$, is the following (cf. (8-8)):

$$
\text { (8-16) } \begin{aligned}
A & =\{M\} \\
B & =\{a, b\} \\
S & =\{M\} \\
P & =\left\{\begin{array}{lll}
\alpha M \beta & \rightarrow & \alpha a M a \beta \\
\alpha M \beta & \rightarrow & \alpha b M b \beta \\
\alpha M \beta & \rightarrow & \alpha a \alpha \beta \\
\alpha M \beta & \rightarrow & \alpha b b \beta
\end{array}\right\} \text { where } \alpha \text { and } \beta \text { are any strings }
\end{aligned}
$$

The following sequence of lines
(8-17) $M, a M a, a a M a a, a a b M b a a$
is a derivation of $a a b M b a a$ but not a proof in this system, since $a a b M b a a$ contains a symbol of the auxiliary alphabet and therefore cannot be a theorem The following is a proof of aabbaa
(8-18) $M, a M a, a a M a a, a a b b a a$

Two systems having the same set of theorems are said to be equivalent. Thus, the eas of (8-16) is equivalent to the axiomatic system of (8-8).

The following e.a.s. is equivalent to the axiomatic system (8-15), which generates the $w f f$ s of statement logic
(8-19) $\quad A=\{E, F\}$

$$
B=\left\{\&, \vee, \sim, \rightarrow, \leftrightarrow,(,), p,{ }_{2}^{\prime}\right\}
$$

$$
S=\{F\}
$$

$$
P=\left\{\begin{array}{ll}
\alpha F \beta & \rightarrow \alpha \sim F \beta \\
\alpha F \beta & \rightarrow \alpha(F \& F) \beta \\
\alpha F \beta & \rightarrow \alpha(F \vee F) \beta \\
\alpha F \beta & \rightarrow \alpha(F \rightarrow F) \beta \\
\alpha F \beta & \rightarrow \alpha(F \leftrightarrow F) \beta \\
\alpha F \beta & \rightarrow \alpha E \beta \\
\alpha E \beta & \rightarrow \alpha E^{\prime} \beta \\
\alpha E \beta & \rightarrow \alpha p \beta
\end{array}\right\} \text { where } \alpha \text { and } \beta \text { are any strings }
$$

(The symbol $\rightarrow$, unfortunately, is used for two different purposes in this system: to signify 'follows from' in the production schemata and in the fourth schema as a symbol in the alphabet of statement logic.)

The following sequence is a proof of $\left(\left(p^{\prime} \& p^{\prime \prime}\right) \vee p\right)$ in this system:

$$
\begin{array}{rll}
(8-20) & \text { 1. } & F \\
\text { 2. } & (F \vee F) \\
\text { 3. } & ((F \& F) \vee F) \\
\text { 4. } & ((E \& E) \vee F) \\
5 . & ((E \& E) \vee F) \\
6 . & ((E \& E) \vee E) \\
7 . & \left(\left(E^{\prime} \& E\right) \vee E\right) \\
8 . & \left(\left(E^{\prime} \& E^{\prime}\right) \vee E\right) \\
9 . & \left(\left(E^{\prime} \& E^{\prime \prime}\right) \vee E\right) \\
10 . & \left(\left(p^{\prime} \& E^{\prime \prime}\right) \vee E\right) \\
11 . & \left(\left(p^{\prime} \& p^{\prime \prime}\right) \vee E\right) \\
12 . & \left(\left(p^{\prime} \& p^{\prime \prime}\right) \vee p\right)
\end{array}
$$

The axiom set of the eas in (8-19) contains only the single symbol $F$, not an infinite set of strings specified by axiom schemata. Rather, the last two production schemata in the list generate the symbols for atomic statements, $p, p^{\prime}, p^{\prime \prime}, p^{\prime \prime \prime}$, etc. Note that a rather natural interpretation of this system is possible in which $F$ is a 'well-formed formula' and $E$ is an 'atomic statement'. The production schemata could then be interpreted as statements such as 'if $F$ is a well-formed formula, then so is its negation,' 'an atomic statement is a well formed formula,' ' $p$ is an atomic statement,' etc.

Problem: Describe the theorems of the following e.a.s.

$$
\begin{aligned}
(8-21) & A \\
B & =\{Q\} \\
S & =\{a\} \\
S & =\{a Q a\} \\
P & =\left\{\begin{array}{ll}
\alpha Q \beta & \rightarrow \alpha a Q \alpha \alpha a \beta \\
\alpha Q \beta & \rightarrow \beta
\end{array}\right\} \begin{array}{l}
\text { where } \alpha \text { and } \beta \text { are any strings } \\
\text { on }(A \cup B)^{*}
\end{array}
\end{aligned}
$$

### 8.3 Semi-Thue systems

One way in which axiomatic systems can be classified is according to some property of their production schemata. One could, for example, distinguish systems with only binary productions, i e., of the form $\varphi \rightarrow \psi$, where $\varphi$ and $\psi$ are strings, or one could consider the class of systems in which for every production $x_{1}, x_{2}, \ldots, x_{n-1} \rightarrow x_{n}$ the number of symbols in $x_{n}$ is greater
than or equal to the sum of the number of symbols in $x_{1}, x_{2}, \ldots, x_{n-1}$. Any formal property of the productions could, in principle, serve as a basis for such a classification. The systems to which we now direct our attention are the semi-Thue systems (after the Norwegian mathematician Axel Thue, who first studied them) These are extended axiomatic systems whose productions are restricted in a manner specified by the following definition

Definition $87 A$ semi-Thue system is an eas. $(A, B, S, P)$ in which every production schema is binary and of the form

$$
\alpha x \beta \rightarrow \alpha y \beta
$$

where $x$ and $y$ are strings on $(A \cup B)^{\times}$and $\alpha$ and $\beta$ are variables taking as values strings on $(A \cup B)^{*}$

Thus, the change effected by any production is restricted to the replacement of some fixed string of symbols by another fixed string Of the axiomatic systems we have examined thus far, (8-8), (8-16), and (8-19) are semi-Thue systems. (In (8-8) each production is of the form $x \rightarrow y$, where both $\alpha$ and $\beta$ are the null string.) The system given in (8-15) is not semiThue since some of its productions are ternary and not binary. The eas. in (8-21) fails the definition because in neither of its production schemata is a fixed string replaced by a fixed string. In $\alpha Q \beta$, the variable string $\alpha Q$ is replaced by $e$, and in $\alpha Q \beta \rightarrow \alpha a Q \alpha \alpha a \beta$, the fixed string $Q$ is replaced by the variable string $a Q \alpha \alpha a$

The fact that all productions in a semi-Thue system are binary allows us to narrow the definition of 'derivation' somewhat.

## Definition 8.8

Given a semi-Thue system $(A, B, S, P)$, a linearly ordered sequence of strings $y_{1}, y_{2}, \ldots, y_{m}$ is called a derivation of $y_{m}$ iff (1) $y_{1}$ is an axiom, and (2) each string except $y_{1}$ follows from the immediately preceding string by one of the productions in $P$.

The definitions of 'theorem' and 'proof' remain as in an ea.a.s.
A Thue system differs from a semi-Thue system in that for every production schema $\alpha x \beta \rightarrow \alpha y \beta$ in $P$, a Thue system also contains the inverse schema $\alpha y \beta \rightarrow \alpha x \beta$ We shall not be concerned with such systems here.

Although it may appear that the restrictions on the productions of a semi-Thue system are rather severe, these systems can in fact generate any set of theorems that can be generated by an arbitrary e a.s. In other words, there is no loss in generality in restricting e.a $s$ 's in the manner of semiThue systems because for any ears there is an equivalent semi-Thue system (The converse is, of course, trivially true, since every semi-Thue system is an e.as.) However, a semi-Thue system may be rather more complex than a nonsemi-Thue e.a.s. to which it is equivalent To illustrate, we exhibit a semi-Thue system that is equivalent to the e.a.s. in (8-21). Since all semiThue production schemata are of the same form, it is generally accepted practice to omit the variables $\alpha$ and $\beta$ in writing them; thus, we write $x \rightarrow y$ instead of $\alpha \boldsymbol{x} \beta \rightarrow \alpha y \beta$.

$$
\text { (8-22) } \begin{aligned}
& A=\{C, D, E, F, G, H\} \\
& B=\{a\} \\
& S=\{H F G a\}
\end{aligned}
$$

The schemata in $P$ are numbered for convenience in referring to them.

$$
P=\left\{\begin{array}{llll}
1 . & F G & \rightarrow & D G a a \\
2 & F D & \rightarrow & D F \\
3 & H D & \rightarrow & H C \\
4 & C D & \rightarrow & F C \\
5 & C G & \rightarrow & F F G a \\
6 & H F & \rightarrow & E \\
7 & E F & \rightarrow & E \\
8 & E G & \rightarrow & E \\
9 & E a & \rightarrow & a
\end{array}\right\}
$$

(8-23) and (8-24) show the derivations of $a$ and aaaa, respectively

| (8-23) | $H F G a$ | Axiom |
| :--- | :--- | :--- |
|  | $E G a$ | by 6. |
|  | $E a$ | by 8 |
|  | $a$ | by 9. |


| (8-24) | $H F G a$ |
| :--- | :--- |
| $H D G a a a$ | Axiom |
| HCGaaa | by 1. |
| $H F F G a a a a$ | by 5 |
| EFGaaaa | by 6. |
| EGaaaa | by 7 |
| Eaaaa | by 8 |
| aaaa | by 9. |

### 8.4 Peano's axioms and proof by induction

Peano's axioms for the natural numbers, actually due to Dedekind, are not only one of most well-known axiomatic systems in the history of mathematics, but they give rise to the Principle of Mathematical Induction and the technique of proof by induction or inductive proof, a conceptually important tool which further helps to highlight the close affinity between recursive definitions and axiomatic systems.

In this section we introduce Peano's axioms and the method of proof by induction; we will come back to Peano's axioms from a model-theoretic perspective in 8.5.7.

In Part A, Appendix A, we saw a constructive approach to the natural numbers, with set theory assumed as a basis. We review that construction here, putting it in the form of a recursive definition of $N N$
(8-25) $\quad$ 1. $\emptyset \in N N$
2. For all $X$, if $X \in N N$, then $X \cup\{X\} \in N N$
3. Nothing else is in $N N$

The set $N N$ defined in this way has many useful properties which make it a reasonable, if artificial, set-theoretic reconstruction of the natural numbers. Zero is identified with $\emptyset, 1$ with $\{\emptyset\}, 2$ with $\{\emptyset,\{\emptyset\}\}$, and so on, each natural number $n$ being identified with the unique member of $N N$ having $n$ members. The definition endows the natural numbers with appropriate structure and can be used as the basis for defining further arithmetical relations and operations and extending the number system as discussed in Appendix A.

In the axiomatic approach to natural numbers, the aim was rather to set forth some essential properties of the natural numbers from which all their
other properties should be derivable as theorems, just as in the Euclidean axiomatization of plane geometry. In stating the basic axioms, only logical concepts (including, in this case, equality) are assumed, and a set of axioms involving two primitive predicates and one primitive constant is given. The primitives are (1) the one-place predicate 'is a natural number' and the two-place predicate 'is the successor of' and (2) the constant 0 . It is to be emphasized that these are primitives; the only meaning they have is given to them in the axiomatization The concept of a natural number is, therefore, implicitly defined by the axioms: they are those things of which, in some model of the system, the interpretation of the predicate 'is a natural number' is true. Let us write $N x$ for ' $x$ is a natural number' and $S \boldsymbol{x} \boldsymbol{y}$ for ' $\boldsymbol{x}$ is a successor of $y^{2}$. The axioms are:

P1) $N 0$ (zero is a natural number)
P2) $(\forall x)(N x \rightarrow(\exists y)(N y \& S y x \&(\forall z)(S z x \rightarrow z=y))$ ) (every natural number has a unique successor)

P3) $\sim(\exists x)(N x \& S 0 x)$ ( 0 is not the successor of any number)
P4) $(\forall x)(\forall y)(\forall z)(\forall w)((N x \& N y \& S z x \& S w y \& z=w) \rightarrow \boldsymbol{x}=y)$ (no two distinct natural numbers have the same successor

P5) If $Q$ is a property such that
(i) $Q 0$ (zero has $Q$ ), and
(ii) $(\forall x)(\forall y)((N x \& Q x \& N y \& S y x) \rightarrow Q y)$, (if a natural number has $Q$ then its successor has $Q$, i.e. $Q$ is a 'hereditary' property)
then $(\forall x)(N x \rightarrow Q x)$ (every natural number has $Q$ )
These axioms together characterize the set of all natural numbers in certain important respects in which they differ from other infinite sets. Although we will not go into the proof here, it can be shown that this axiomatization of the natural numbers is also sufficient for proving the equivalence of the notions ordinary infinite and Dedekind infinite, which used only the notion of one-to-one correspondence, defined in Section 42.

The fifth Peano postulate is very important. It introduces the notion of mathematical induction. Intuitively, this axiom says that the natural numbers are subject to the 'domino-effect': whenever you find a property
that knocks down zero, and makes each number knock down its successor, you can conclude that all numbers are knocked down. There are no natural numbers outside this single infinite chain The first four axioms guarantee the existence of an infinite chain of successors starting at zero, but do not preclude the existence of additional natural numbers, eg a second infinite chain unconnected to the first. The fifth axiom precludes the existence of any more numbers than are required by the first four axioms

Now let us look more closely at the Principle of Mathematical Induction and its application Let us first restate the principle, i.e. Peano's fifth axiom, in a slightly simpler form by (i) suppressing the predicate $N$ and assuming that our domain of quantification is restricted to just the natural numbers, and (ii) using the notation $S(x)$ to denote the successor of $x$, something we can legitimately do since the first four axioms guarantee that the successor-of relation is a function.

For any predicate $Q$, if the following statements are both true of $Q$ :
2. $(\forall x)(Q x \rightarrow Q(S(x)))$
then the following statement is also true of $Q$ :

$$
3(\forall x) Q x
$$

The similarity between (8-26) 1 and 2 and the base and recursion step, respectively, of a recursive definition is readily apparent. The Principle of Mathematical Induction is not a definition, however, but a rule of inference to be applied to statements about the integers. A proof that employs this rule of inference is known as a proof by induction or an inductive proof

Let us examine the structure of such a proof in more detail. Suppose we have been given a predicate $P(x)$ such that (8-27) 1 and 2 hold. These form the premises of the argument.
(8-27) 1. $P(0)$
2. $(\forall x)(P(x) \rightarrow P(x+1))$

From $P(0)$ and a substitution instance of line 2

$$
\text { 3. } P(0) \rightarrow P(1) \quad \text { 2, U.I. }
$$

we can derive

$$
\text { 4. } P(1) \quad 1,3, \mathrm{M} \mathrm{P}
$$

and from this and another substitution instance of line 2

$$
\text { 5. } P(1) \rightarrow P(2) \quad 2, \mathrm{U} . \mathrm{I}
$$

we can derive

$$
6 P(2) \quad 4,5, \mathrm{M} \cdot \mathrm{P}
$$

and so on
To prove the statement $(\forall x) P(x)$ would require an infinite number of steps, and we would ordinarily not want to consider an infinitely long sequence of lines a proof, if for no other reason than that it would be impossible to examine it in order to verify its correctness. Thus, there is no proof of $(\forall x) P(x)$ that can be constructed by using only the rules of inference we have considered up to now. Nevertheless, (8-26) 3 is intuitively a valid conclusion to draw from the premises (8-26) 1 and 2, and the Principle of Mathematical Induction is a formal assertion that this inference is legitimate. It should be noted that the Principle of Mathematical Induction itself is not susceptible of proof but only acceptance or rejection on the grounds of its effectiveness in separating intuitively valid from intuitively invalid arguments. With this additional rule of inference, the proof of $(\forall x) P(x)$ is simply as follows:
(8-28) 1. $\quad P(0)$
2. $(\forall x)(P(x) \rightarrow P(x+1))$
$3(\forall \boldsymbol{x})(P(x)) \quad 1,2$, Math. Ind
As an example we prove by induction that for every integer $n$ the sum of the series $0+1+2+\ldots+(n-1)+n$ equals $[n(n+1)] / 2$.

The premises of the argument are the propositions stating all the usual arithmetic properties of the integers (the commutativity of addition, etc), which can be deduced as theorems from Peano's Axioms. As is usual in inductive proofs almost all the work comes in establishing the truth of the statements corresponding to (8-28) 1 and 2 , known as the base and the induction step, respectively. Once these have been derived, the remainder of the proof consists of just one inferential step justified by the Principle of Mathematical Induction. We begin by demonstrating the truth of the base, i.e., that $0+1+\ldots+n=[n(n+1)] / 2$ is true for $n=0$. In this case the sequence to the left of the equals sign consists of just 0 , and the expression to the right becomes $[0(0+1)] / 2$, which is equal to 0 .

The induction step to be established is

$$
\begin{align*}
& (\forall n)\left(0+1+\ldots+n=\frac{n(n+1)}{2} \rightarrow\right.  \tag{8-29}\\
& \left.\quad 0+1+\ldots+n+(n+1)=\frac{(n+1)(n+1+1)}{2}\right)
\end{align*}
$$

that is, if the equation is true for any integer $n$, it is also true for $n+1$, the successor of $n$. To prove (8-29) we use a conditional proof in which we assume the antecedent of the conditional in (8-29) for an arbitrary integer $k$.
(8-30) I $0+1+\ldots+k=\frac{k(k+1)}{2}$
C. P.
2. $0+1+\ldots+k+(k+1)=\frac{k(k+1)}{2}+(k+1)$

1 , adding $(k+1)$ to both sides
$30+1+\ldots+k+(k+1)=\frac{k(k+1)+2(k+1)}{2}$ 2 , converting right side to common denominator
4. $0+1+\ldots+k+(k+1)=\frac{(k+1)(k+2)}{2}$

3 , factoring ( $k+1$ ) in numerator
5. $0+1+\ldots+k+(k+1)=\frac{(k+1)((k+1)+1)}{2}$

$$
4, \text { expressing } k+2 \text { as }(k+1)+1
$$

6. $0+1+\ldots+k=\frac{k(k+1)}{2} \rightarrow$

$$
0+1+\ldots+k+(k+1)=\frac{(k+1)(k+1)+1}{2}
$$

Since $k$ was chosen arbitrarily, line 6 can be universally generalized to (8-29). Having now established the truth of the base and the induction step, the Principle of Mathematical Induction allows us to conclude:

$$
\begin{equation*}
(\forall n)\left(0+1+\ldots+n=\frac{n(n+1)}{2}\right) \tag{8-31}
\end{equation*}
$$

Proof by induction can be applied not only to theorems about the set of integers but to theorems about any set that can be put into one-to-one correspondence with the integers, i.e., the denumerably infinite sets. As an example of this sort we prove a generalized form of the Distributive Law for union and intersection of sets.
$(8-32) \quad A \cup\left(B_{1} \cap B_{2} \cap . . \cap B_{n}\right)=\left(A \cup B_{1}\right) \cap\left(A \cup B_{2}\right) \cap . \cap\left(A \cap B_{n}\right)$

The form in which the Distributive Law was given in Chapter 2 is a special case of (8-32) in which $n=2$; that is
$(8-33) \quad A \cup\left(B_{1} \cap B_{2}\right)=\left(A \cup B_{1}\right) \cap\left(A \cup B_{2}\right)$
Equation (8-32) is meaningless for $n=0$ and trivial for $n=1$ We take as the base of the inductive proof that ( $8-32$ ) holds for $n=2$, i.e., that ( $8-33$ ) is true. This is easily shown by expressing the sets in terms of predicates and applying the Distributive Law of disjunction over conjunction in statement logic.

To prove the induction step we assume that (8-32) holds for an arbitrarily chosen integer $k$ :
$(8-34) \quad A \cup\left(B_{1} \cap B_{2} \cap \ldots \cap B_{k}\right)=\left(A \cup B_{1}\right) \cap\left(A \cup B_{2}\right) \cap \ldots \cap\left(A \cup B_{k}\right)$
We wish to show that (8-34) implies (8-35)
(8-35) $\quad A \cup\left(B_{1} \cap B_{2} \cap . \cap B_{k+1}\right)=\left(A \cup B_{1}\right) \cap\left(A \cup B_{2}\right) \cap \ldots \cap\left(A \cup B_{k}\right) \cap$ $\left(A \cup B_{k+1}\right)$

The left side of (8-35) can be rewritten by the Associative Law as $(8-36) \quad A \cup\left(\left(B_{1} \cap B_{2} \cap \ldots \cap B_{k}\right) \cap B_{k+1}\right)$
which is equal to
(8-37) $\left(A \cup\left(B_{1} \cap B_{2} \cap \ldots \cap B_{k}\right)\right) \cap\left(A \cup B_{k+1}\right)$
by an application of the Distributive Law for the case $n=2$, which has already been proved By the induction hypothesis (8-34), expression (8-37) is equal to
(8-38) $\quad\left(\left(A \cup B_{1}\right) \cap\left(A \cup B_{2}\right) \cap \ldots \cap\left(A \cup B_{k}\right)\right) \cap\left(A \cup B_{k+1}\right)$
By the Associative Law we can omit one set of parentheses to obtain the right side of (8-35). This shows that (8-35) holds if (8-34) does. From this and the base by the Principle of Mathematical Induction the generalized form of the Distributive Law is shown to be true for all $n$ equal to or greater than 2 (or greater than 1 if we include this trivial case).

In this last example induction is used to prove a theorem about a class of equations of the form given in (8-32), which can be put into one-to-one correspondence with the integers. The mapping is between an equation and an integer $n$ representing its length-specifically, the number of terms in the expression $B_{1} \cap B_{2} \cap \ldots \cap B_{n}$. Proof by induction on the length of a string is the commonest use of this method of proof in mathematical linguistics

Problem: Prove by induction the following generalized form of one of DeMorgan's Laws:

$$
\left(A_{1} \cap A_{2} \cap \ldots \cap A_{n}\right)^{\prime}=A_{1}^{\prime} \cup . \cup A_{n}^{\prime}
$$

### 8.5 The semantic side of formal systems: model theory

### 8.5.1 Theories and models

As we said in Chapter 5, the distinction between syntax and semantics in the logical tradition is closely tied to the distinction between formal systems and their interpretations. Model theory, the study of the interpretations of formal systems, focuses on the relation between theories and models, with these terms understood in a technical sense which we will now describe.

A set of axioms together with all the theorems derivable from them is called a theory. Oi equivalently, a theory is a set of statements that is closed under logical consequence, i.e is such that any logical consequence of any statement in the set is again in the set

Finding a model for a theory requires finding some abstract or concrete structured domain and an interpretation for all of the primitive expressions of the theory in that domain such that on that interpretation, all of the statements in the theory come out true for that model on that interpretation. If a theory has an axiomatic characterization, something is a model for that theory iff it is a model for the axioms

Plane geometry is the standard model of the Euclidean axioms; before the discovery of the non-Euclidean geometries discussed in 5.1 it was believed to be the only model. The natural numbers are the standard or intended model of the Peano axioms; we will see some non-standard models in section 8.5 .7 below.

In exploring theories and models, one can start at either end, and mathematical discoveries and advances have been made in both directions. One can start with a given set of phenomena as intended models and try to write down axioms that will best characterize them - this often forces one to sharpen up one's conception of the intended coverage of the theory, and of course helps to uncover various consequences of one's initial assumptions (One can take the whole enterprise of linguistics as trying to formally characterize the class of possible human languages; the starting point is then a somewhat vaguely specified set of intended models.) One can also start from a set of axioms and see what sorts of models it has. In the model-theoretic perspective, these two complementary activities constantly feed each other. Different axiomatic systems may be discovered to characterize exactly the same set of models, and hence to be equivalent from a semantic point of view; or two quite disparate domains may be discovered to have virtually identical axiomatizations, revealing a hitherto unsuspected structural similarity

A note of warning: the term "model", especially in the verbal form "modelling", has another very different sense as well, one in which it actually comes closer to what logicians mean by theory than to what they mean by model, and outside of logic and model theory this other sense may in fact be more common. When one speaks of modelling some physical phenomenon, or constructing an abstract model of some biological or cognitive process, the intent is generally some form of theory building or at least some step in that direction. One important clue to help resolve the ambiguity comes from looking at what the model in question is a model of: models in the sense of model theory are always models of axioms or other expressions in some language, never of concrete objects. Models themselves in model theory may be either concrete or abstract objects, so the nature of the things modelled is a more reliable clue to the relevant sense of "model" than is the nature of the models.

In the remaining subsections of this section, we will first look at some fundamentally important properties that relate formal systems and theories to their models, and then look into some examples of axiomatic systems and models for them, some very simple and some quite rich, illustrating the interplay between axioms and models as we go. In these sections we take the logic as a given; in 8.6 we will broach the issue of axiomatizing the logic itself.

### 8.5.2 Consistency, completeness, and independence

A formal system is consistent if it is not possible to derive from its axioms both some statement and the denial of that same statement. An inconsistent system cannot have a model, since no actual statement can be simultaneously true and false; hence one way to show that a system is consistent is to exhibit a model for it.

It is useful that we have both a syntactic and a semantic characterization of consistency known to be equivalent, since one is easier to apply in some cases and the other in others. In particular, when a system is inconsistent, it's usually easier to demonstrate that syntactically than semantically. That is, it's usually easier to derive a contradiction from the axioms than to prove by a meta-level argument that the system has no models Conversely, when a system is consistent, it's usually easier to show that semantically, by finding a model, than to demonstrate that it's impossible to derive a contradiction from the given axioms. When one doesn't know the answer in advance, it may be necesary to try both methods alternately until one of them succeeds.

The term completeness is used in various senses. What all notions of completeness have in common is that for a formal system to be complete in some sense, it must be possible to derive within the formal system all the statements satisfying some given criterion; different notions of completeness reflect different criteria for the desired statements. Among the most commonly encountered notions of completeness is one which is syntactic, since it is defined in terms of formal systems alone, and one which is semantic, defined in terms of the relations between formal systems and their models. A formal system is called formally complete if every statement expressible in the system, i.e expressible using only the primitives of the system including a given formalized logic, can either be proved or disproved (its negation proved) in the system Other terms for the same or very similar notions are deductively complete (Copi), complete with respect to negation (Thomason), and syntactically complete. A formal system is semantically complete with respect to a model $M$, or weakly semantically complete (Thomason), if every statement expressible in the system which is true in the model $M$ is derivable in the formal system.

The notion of independence concerns the question of whether any of the axioms are superfluous An axiom is independent if it cannot be derived from the other axioms of the system. A whole system is said to be independent (a slight abuse of language) if all of its axioms are independent. That was a syntactic characterization of independence (why?); a semantic
chracterization is the following: A given axiom is independent of the other axioms of a system $S$ if the system $S^{\prime}$ that results from deleting that axiom has models which are not models of the whole system S In any reasonably "well-behaved" framework, the two notions of independence will be provably equivalent and one can use whichever one is easier to apply in a given case. As in the case of consistency, which is easier often depends on whether the answer is positive or negative. Determining precisely what it takes for a framework to be sufficiently "well-behaved" for the syntactic and semantic characterizations of independence to determine the same notion is one kind of question studied in the metamathematical side of model theory

The three notions of consistency, completeness, and independence are not all of equal importance. Consistency is of fundamental importance, since it is obviously a minimal condition of adequacy on any set of axioms designed to formalize any system that is not meant to be self-contradictory. Completeness is often of theoretical importance to logicians, but (a) proving completeness for a system of any complexity generally requires a fairly high level of mathematical sophistication (and many important formal systems are provably incomplete); and (b) it is not obvious that completeness is ever any issue that linguists need to be concerned with Questions of completeness will therefore be relatively neglected here. Independence of axioms is simply a matter of "elegance"; it is generally considered desirable in an axiom system, but has no significant consequences for the system as a whole.

### 8.5.3 Isomorphism

The notion of isomorphism, the relation of "having the same structure", is of fundamental importance in any attempt to set up a concrete model of an abstract system or a mathematical theory of a family of concrete systems Informally speaking, two systems are isomorphic if some specified part of their structure is identical and they differ only in interpretation or content or in unspecified parts of their structure. For example, a paper pattern for a dress may be said to be isomorphic to the cut-out cloth with respect to size and shape; they differ only in their material. Japanese and Korean are sometimes said to be isomorphic with respect to syntactic structure, a claim which would be true if the two languages differed in their morphemes but sentences could be put into morpheme-by-morpheme correspondence preserving syntactic configurations and permitting the same syntactic operations.

The formal definition applies to a pair of systems $A$ and $B$, each consisting of a set of elements on which are defined one or more operations and/or
one or more relations. (Such systems will be studied in more detail in Part $C$, where we will look at them as algebras and see many more examples of isomorphisms.)

Definition 8.9 An isomorphism between two such systems is a one-one correspondence between their elements and a one-one correspondence between their operations and relations which satisfies the following conditions:

1. If a relation $R$ holds between two elements of $A$, the corresponding relation $R^{\prime}$ holds between the corresponding elements of $B$; if $R$ does not hold between $t$ wo elements of $A, R^{\prime}$ does not hold between the corresponding elements of $B$

2 Whenever corresponding operations are performed on corresponding elements, the results are corresponding elements.

If there exists an isomorphism between two systems $A$ and $B$, the systems are said to be isomorphic. Note that for two systems not to be isomorphic, it must be the case that there is no isomorphism between them, not simply that some particular one-one correspondence fails to be an isomorphism.
(8-39) Examples:
(1) The set $1,2,3,4,5$ with the relation "greater than" ( $>$ ) can be shown to be isomorphic to the set $-1,-2,-3,-4,-5$ with the relation "less than" ( $<$ ) by letting each number in the first set correspond to its negative in the second set, since for any two positive integers $n$ and $n^{\prime}$, if $n>n^{\prime}$, then $-n<-n^{\prime}$.
(2) The set $A=\{0,1\}$ with the operation of "absolute value of difference" defined in the first table below is not isomorphic to the set $B=\{0,1\}$ with the operation of ordinary multiplication, shown in the second chart.


Neither of the two possible one-one correspondences between the two sets can give an isomorphism, since (1) in set $A$, the result of the operation on two of the pairs of elements is one element and on the other two pairs is the other element, while in set $B$, one element is the result in three cases and the other in only one; and (2) in set $B$, the result of operating on one element and itself ( 0.0 and 1.1 ) is always that same element, while in set $A$ this is not the case Either of these reasons alone is actually sufficient to show that no one-one correspondence can be set up so that the operations performed on corresponding elements would yield corresponding elements as results.

Isomorphism plays an important role in model theory. If we ask how many different models there are for a given axiomatic theory, we generally mean different in the sense of non-isomorphic with respect to relevant structure; isomorphic models are alike in relevant structure. In the next section, we will see a model-theoretic application of the notion of isomorphism.

Note that the relation of isomorphism is an equivalence relation in the sense of section 3.4

### 8.5.4 An elementary formal system

The following system is described in Hao Wang's Survey of Mathematical Logic, pp. 14-18. The system, called $L$, consists of a set $S$ and a single two-place predicate (binary relation) $R$ defined on $S$ The axioms of $L$ are as follows:

A1: $(x)(x=1 \vee x=2 \vee x=3) \& 1 \neq 2 \& 1 \neq 3 \& 2 \neq 3$; i.e., $S$ contains only the three distinct elements 1,2 , and 3 .

A2: $(x) \sim R x x$; i.e., $R$ is irreflexive.

A3: $(x)(y)(z)((R x y \& R x z) \supset y=z)$; i e, $R$ is not one-many
A4: $(x)(y)(z)((R y x \& R z x) \supset y=z$; i e., $R$ is not many-one. (i.e., A3 and A4 together require $R$ to be one-one.)

A5: $(x)(\exists y) R x y$; i.e, every element of $S$ bears $R$ to at least one element
A6: $R 12 ; 1$ bears $R$ to 2 .

A model for $L$ must therefore meet the following conditions:
(a) There must be specified:
(1) a non-empty set $D$ of objects
(2) a rule which associates each element of $S$ with an element of $D$.
(3) a binary relation $R *$ defined on the set $D$
(b) The axioms A1-A6 must be true when interpreted according to (1)-(3) above.

It is quite easy to find a model for $L$. Let the set $D$ consist of three persons, Chang, Li, and Yang, sitting around a round table with Chang immediately to the right of $L i$, associating them with 1,2 , and 3 respectively. Let $R^{*}$ be the relation "sits immediately to the right of". It can be checked that all the axioms become true statements in this system.

In fact, if we take an arbitrary set $D$ with three objects $1^{*}, 2^{*}, 3^{*}$ which represent $1,2,3$ respectively, and choose a relation $R^{*}$ which holds between the pairs $\left(1^{*}, 2^{*}\right),\left(2^{*}, 3^{*}\right),\left(3^{*}, 1^{*}\right)$ and does not hold between any other pairs, we will have a model for $L$ Furthermore, it can be shown that every model for $L$ must have exactly this form. That is, any two models of $L$ must be isomorphic. If all the models of a given formal system are isomorphic, the system is called categorical ${ }^{1}$.

Once we assume A1, it is easy to find other axioms which yield a categorical system. For example, the following axiom can replace all of A2-A6:

[^1]$\mathrm{A} 2^{*}: R$ is true of the pairs $(1,2),(2,3)$, and $(1,3)$ and false of the remaining pairs formed from 1,2 , and 3.

The axioms A1 and A2* determine the same interpretations as A1-A6. Other categorical systems can be constructed analogously..

If in the specification of $L$ we had not given specific names to any of the elements of $S$, we could not state A1 and A6. The effect of A1 could still be gotten from the axiom $\mathrm{Al}^{\prime}$ :

A1': There exist only three distinct things:

$$
(\exists x)(\exists y)(\exists z)(x \neq y \& y \neq z \& x \neq z \&(w)(w=x \vee w=y \vee w=z))
$$

But nothing resembling A6 could be expressed in the new system. However, the system determined by A1' and A2-A5 is also categorical since as soon as one pair of elements is specified as having the relation $R$, the rest of the structure is determined by the axioms, and all the models must be isomorphic.

Since the axioms of $L$ specify uniquely (up to isomorphism) the set $S$ and the relaion $R$, every expressible statement about $R$ and $S$ is either provable or disprovable from A1-A6. Hence $L$ is formally complete. It can be shown, in fact, that every categorical system is formally complete.

If we were to omit certain of the axioms A1-A6, the resulting system would not be complete or categorical. If, for example, we were to omit the axiom A 5 , then a possible model for the resulting system could be constructed by letting Chang, Li, and Yang sit on the same side of a rectangular table with Chang at the far right and $L i$ in the middle, associating them with 1,2 , and 3 as before and keeping $R *$ as "sits immediately to the right of". This model is not isomorphic to the original one; the new system is not complete, since $R 23$ and $R 31$ are neither provable nor disprovable in it.

### 8.5.5 Axioms for ordering relations

Various kinds of orderings were defined in Chapter 3 in terms of such properties of relations as transitivity, antisymmetry, etc. These definitions can be very easily formalized as axiomatic systems, with each relevant property specified by an axiom. What we gave as "examples" of the different kinds of orderings in 3.5 we can now redescribe as models of the corresponding axiom systems.

Any ordering relation is a binary relation $R$ on a set $S$. We assume as part of the "background theory" ordinary set theory, including the representation of binary relations on $S$ as sets of ordered pairs of members of $S$, and we specify the particular axioms that must be satisfied by particular kinds of orderings.

Definition $810 R$ is a weak partial order on $S$ iff:

1. Transitivity: $\forall x \forall y \forall z((x \in S \& y \in S \& z \in S) \rightarrow((R x y \& R y z) \rightarrow$ $R x z)$ )
2. Reflexivity: $\forall x(x \in S \rightarrow R x x)$
3. Antisymmetry: $\forall x \forall y((x \in S \& y \in S) \rightarrow((R x y \& R y x) \rightarrow x=y))$

Alternatively, we need not explicitly assume set theory or use the language of set membership, but can simply take the domain $S$ as the universe over which the quantified variables in the axioms range In that case, the previous definition would be recast as follows:

Definition $8.11 R$ is a weak partial order on $S$ iff:

1. Transitivity: $\forall x \forall y \forall z((R x y \& R y z) \rightarrow R x z)$
2. Reflexivity: $\forall x(R x x)$
3. Antisymmetry: $\forall x \forall y((R x y \& R y x) \rightarrow x=y)$

One will also encounter axiomatizations in which the wide-scope universal quantifiers are omitted and open formulas are understood as universally quantified. We will not take that further step here; but it is worth noting that the prevalence of "pure universal" axioms like those above is not simply an accident. The study of model theory has shown that pure universal theories, all of whose axioms are pure universal ones like those above, have a number of nice relations to their models.

In Chapter 3 it was noted that generally each weak ordering, obeying the axioms of reflexivity and antisymmetry, could be paired with a corresponding strong ordering, with those axioms replaced by irreflexivity and asymmetry.

Definition $8.12 \quad R$ is a strict partial order on $S$ iff:

1. Transitivity: $\forall x \forall y \forall z((R x y \& R y z) \rightarrow R x z)$
2. Irreflexivity: $\forall x(\sim R x x)$

3 Asymmetry: $\forall x \forall y(R x y \rightarrow \sim R y x)$

The relations $R_{1}, R_{2}$, and $R_{3}$ diagrammed in Section 3.5 are all models of the axioms for weak partial orders, and $S_{1}, S_{2}$, and $S_{3}$ are models of the axioms for strict partial orders. Another model of weak partial orders is the subset relation on any collection of sets; the 'proper subset' relation provides the corresponding strict order.

What about the relations 'is at least as old as' and 'is older than' on $H$, the set of humans, assuming there do exist various pairs of people who are the same age? Intuitively, one might suppose that 'is at least as old as' would be a weak partial order on humans, much as 'is a subset of' provides a weak partial order on a set of sets. But while 'is at least as old as' on the set of humans does satisfy the axioms of transitivity and reflexivity, it fails antisymmetry For let $a$ and $b$ be two individuals of the same age: then $R a b$ and $R b a$, but $a \neq b$.

Note carefully the role of identity here: $a \neq b$ because $a$ and $b$ are two distinct members of the set $B$; being the same age makes them equivalent with respect to the relation $R$ (and 'is the same age as' is an equivalence relation), but it doesn't make them equal in the sense required by the antisymmetry condition

A relation like 'is at least as old as' which satisfies transitivity and reflexivity but possibly fails antisymmetry is called a preorder or sometimes a quasi-order; we could axiomatize it by writing down just the first two of the three axioms for a weak partial order. Where there's a preorder on $S$ there is always the possibility of defining an order on a suitable partitioning of S In this example, for instance, intuitively we want to count people of the same age as identical or indistinguishable; the formal technique for achieving that is to define the ordering not directly on the set of all people but on the set of equivalence clases formed under the relation 'is the same age as', in which all the people of a given age will be grouped together in a single equivalence class. In fact, when we step back and look at these equivalence classes, we
can see that one might even consider analyzing our talk of ordering people by their ages in terms of ordering people's ages

What about 'is older than'? Does that similarly fail to be a strict partial order on the given set of humans? Actually, no; it does satisfy all three axioms of Transitivity, Irreflexivity, and Asymmetry But unlike the corresponding order on ages, or the apparently similar relation 'is greater than' on the numbers, it is not a linear order, since it is not connected; ${ }^{2}$ see the following definitions.

Note: in examples such as those we have just been discussing, it is not so important to try to learn to remember the names and definitions of particular kinds of orderings or which examples satisfy which axioms; you can always look up the technical details in this or other books when you need them, and details of terminology are not all uniform among different research communities anyway The important thing to focus on in this chapter are the illustrations of how changes in the axioms relate to changes in the models, and how the interesting properties of a formal system can be explored from both syntactic and semantic perspectives, often most fruitfully by looking at both together

Linear orderings, both weak and strict, were defined and illustrated in Section 3.5. If we recast them axiomatically, they come out as follows.

Definition $8.13 R$ is a weak linear (or total) order on $S$ iff:

1. Transitivity: $\forall x \forall y \forall z((R x y \& R y z) \rightarrow R x z)$
2. Reflexivity: $\forall x(R x x)$
3. Antisymmetry: $\forall x \forall y((R x y \& R y x) \rightarrow x=y)$
4. Connectedness: $\forall x \forall y(x \neq y \rightarrow(R x y \vee R y x))$

Given that the first three axioms above constitute the definition of a weak partial order on $S$, we can abbreviate the definition above as follows.

[^2]DEFINITION $814 \quad R$ is a weak linear (or total) order on $S$ iff:

1. $R$ is a weak partial order on $S$
2. Connectedness: $\forall x \forall y(x \neq y \rightarrow(R x y \vee R y x))$

We give the definition of strict linear order in analogous fashion.

Definition $8.15 R$ is a strict linear (or total) order on $S$ iff:

1. $R$ is a strict partial order on $S$
2. Connectedness: $\forall x \forall y(x \neq y \rightarrow(R x y \vee R y x))$

Among the models for these axioms systems, the relations $R_{3}$ and $S_{3}$ given in Section 3.5 are models of weak and strict linear orderings respectively.

The reader may have noticed a certain degree of systematicity in the relation between the names chosen for various kinds of ordering relations and the selection of axioms used in their definitions. Such systematicity is most prevalent (and most desirable) in contexts where the emphasis is on contrasts among closely related axiomatic systems, as is the case here. Shorter names are often used when differences among similar systems are not at issue; so, for instance, an author may omit the adjectives weak and strict and talk simply of partial and total orderings if all her orderings are weak or if all of them are strict; definitions usually accompany initial uses of such terms when there could be any doubt. In the case of orderings, watch out for the use of the adjective strong, which is used as an antonym sometimes of weak and sometimes of partial The lack of perfect standardization in nomenclature is a perfectly reasonable side effect of the useful versatility of axiomatic definitions; be prepared when in doubt to check a given author's definitions

The definition of well-ordering was also given in Section 3.5: a set $S$ is well-ordered by a relation $R$ if $R$ is a total order and, further, every subset of $S$ has a least element in the ordering relation. If we try to write down this further condition as an additional axiom to add to the axioms for total orderings, we come across an important difference between it and all the
other axioms we have introduced in this section: it cannot be expressed in first-order predicate logic

If we give ourselves the full expressive power of set theory, including the possibility of quantifying over sets, we can write down the axioms for wellordering in the same form we used for the first version above of the definition of weak partial orderings.

Definition 816 A relation $R$ is a well-ordering of a set $S$ iff:

1. $R$ is a total ordering on $S$.
2. Every subset of $S$ has a least element with respect to the order $R$ : $\forall S^{\prime}\left(\left(S^{\prime} \subseteq S\right) \rightarrow \exists x\left(x \in S^{\prime} \& \forall y\left(\left(y \in S^{\prime} \& x \neq y\right) \rightarrow R x y\right)\right)\right)$

But we cannot omit the set theory talk this time as we could before. We can recast it so that we are quantifying over one-place predicates instead of over sets, which we do in Section 8.6 .7 where we discuss higher-order logics. But what we cannot do is express the second axiom just with ordinary individual variables ranging over the members of the domain $S$

The well-ordering axiom, axiom 2 above, turns out to be quite powerful and subtle. If logicians could have found a way to replace it with a first-order axiom having the same effect, they surely would have. What has been proved is that the well-ordering axiom is equivalent to each of several other non-firstorder axioms, including Peano's fifth axiom, the induction axiom, which has already been introduced and to which we will return in Section 8 5.7. The relations among these higher-order axioms are discussed in Section 8.6.7. Properties which like transitivity and reflexivity can be expressed by firstorder axioms are called first-order properties, but the modifier is used only when the contrast with higher-order properties is relevant

Ordering relations and their axiomatic characterizations provide a rich round for exploring the syntactic and the semantic side of formal systems and their interrelations. Once one sees that each property like reflexivity or antisymmetry can be characterized by an axiom, the possible combinations to be explored become endless. Can an ordering be both asymmetric and antisymmetric? Does the answer to that question vary with the other axioms in the given system? Are there axioms that will force the set ordered to be infinite? To be finite? Are there informally describable kinds of orderings
that cannot be characterized by a finite set of axioms? Is that last question well-defined, and if it is not precise, can it still be fruitful?

The rich realm of axiomatizations of ordering relations also leads one to wonder whether there is some single most general characterization of orderings such that all the well-known kinds of orderings are gotten by adding various axioms to some common core of shared axioms. Different authors have different degrees of tolerance on this question; the natural desire for a most general notion of ordering is in conflict with the fact that the standard kinds of ordering relations are required to be, besides transitive, either reflexive and antisymmetric or irreflexive and asymmetric and there seems to be no non-ugly way to say just that. Suppes (1957), noting that transitivity is the one property they all share, makes transitive relations the most general case in a diagram displaying the inclusion relation among several different kinds of ordering relations (an ordering of ordering relations.) Most authors decline to attempt a single most general definition of ordering relations. A wealth of syntactic and semantic arguments establishing various properties of orderings can be found in Suppes (1960)

### 8.5.6 Axioms for string concatenation

In this section we will axiomatize a very simple structure, the structure of string concatenation. A string concatenation system consists of a set $A$ of strings of symbols from some alphabet together with the operation of concatenation, which is an operation that applies to two strings and consists simply of writing the second down after the first so as to combine them into a single longer string. In order for the system to be well-defined, the set $A$ of strings must be closed under the concatenation operation; that is, the result of concatenating any two strings in $A$ must itself be in $A$

There are two formally different kinds of string concatenation systems, differing in whether they include an empty string among the strings of the system or not We can show how that difference corresponds to a difference of one axiom in otherwise identical axiom systems

For concatenation systems without an empty string, we can axiomatize them as shown below; structures with a binary operation satisfying these axioms are called semigroups

Definition 8.17 $A$ system consisting of a set $A$ and a binary operation on $A$ is a semigroup iff:

1. $A$ is closed under $\frown \forall x \forall y\left((x \in A \& y \in A) \rightarrow x^{\frown} y \in A\right)$
2. The operation $\frown$ is associative: $\forall x \forall y \forall z\left(\left(x^{\frown} y\right)^{\frown} z=x^{\frown}\left(y^{\frown} z\right)\right)$

To write these axioms in pure predicate logic form, we would need to eliminate the operator notation " $x^{\frown} y$ ". (Similar conversions must be made in going from the function-oriented programming language LISP to the predicate-logic-based language PROLOG.) We can do that by using the notation $C x y z$ with the intended interpretation " $x \frown y=z$ ". That would also force us to stipulate more carefully the existence and uniqueness requirements implicit in the operator notation. The revised first axiom would read as follows:

## Definition 8.18

1. $A$ is closed under $C: \forall x \forall y \exists z(C x y z \& \forall w(C x y w \rightarrow w=z))$
2. ...

Axiom 2 of our earlier definition would also have to be revised, of course, but it merely becomes more complicated and harder to read, so we refrain from carrying out the revision.

An example of a concatenation system of this kind, i.e. a model of the above axioms where the set $A$ is indeed a set of strings and the operation is interpreted as concatenation, is the set of all strings of $a$ 's,$b$ 's, and c's whose total length is even: $A=\{a a, a b, a c, b a, b b, \ldots, a b a a, a b a b, a b a c, \ldots$, $c b c c a b, \ldots\}$. The set $A$ is closed under concatenation and the concatenation operation is associative.

The set $A^{\prime}$ which is just like $A$ above except that all the strings in $A^{\prime}$ have odd length, together with the operation of concatenation, would not form a model of the axioms, because it does not satisfy Axiom 1. (Why not?)

Turning now to systems that include the empty string, the first question is what that means. The empty string, like the number zero or the empty set, has more formal than intuitive motivation. It has length zero; it is a
substring of every string; and it has the property that when concatenated with any string it yields that string itself. This last is its defining property in the axiomatic characterization of concatenation systems with the empty string: letting $e$ designate the empty string, $x^{\frown} e=x$, and $e^{\frown} x=x$, for any string $x$. The empty string therefore satisfies the definition of being an identity element with respect to concatenation, just as 0 is an identity element for addition, 1 is for multiplication, and the empty set is for set union

A concatenation system with empty string therefore satisfies both of the earlier axioms plus an axiom specifying the existence of an identity element; structures that satisfy these axioms are called monoids A monoid is therefore characterizable in general as a semigroup with an identity element

Definition 8.19 A system consisting of a set $A$ and a binary operation on $A$ is a monoid iff:
$1 A$ is closed under $\frown \forall x \forall y\left((x \in A \& y \in A) \rightarrow x^{\frown} y \in A\right)$
2. The operation $\frown$ is associative: $\forall x \forall y \forall z\left(\left(x^{\frown} y\right)^{\frown} z=x^{\frown}\left(y^{\frown} z\right)\right)$
3. A contains an identity element $e$ : $\exists e \forall x\left(x^{\frown} \subset=e^{\frown} \boldsymbol{x}=\boldsymbol{x}\right)$

Both monoids and semigroups are examples of kinds of algebras. We will return to them in Chapter 10 in the context of group theory and other related algebras. Some parts of the study of algebras relate closely to the study of model theory, since algebras are usually characterizable with a small set of simple axioms whose models can be shown to share rich and significant structural properties. (Among the algebras to be studied in Chapters 9-12, lattices, Boolean algebras, and Heyting algebras have played a particularly important role in model theoretic investigations.)

### 8.5.7 Models for Peano's axioms

Peano's axioms, repeated below, were introduced in section 8.4, where we showed their connection to the important concept of proof by mathematical induction. In this section we return to them from a semantic perspective, to consider some of their models in addition to the intended model, the natural
numbers. In Section 8.6.7 below we will discuss the relation of Peano's famous fifth axiom to the well-ordering axiom mentioned in 85.5 The first four axioms are first-order; the fifth is not.
(8-40) Peano's axioms. There are two primitive predicates, $N$ and $S$. (The intended interpretation of $N$ is 'is a natural number' and that of $S$ is 'is the (immediate) successor of') There is one primitive constant, 0 , whose intended interpretation is the natural number zero.

P1) $N 0$
P2) $\forall x(N x \rightarrow \exists y(N y \& S y x \& \forall z(S z x \rightarrow z=y)))$
P3) $\sim \exists x(N x \& S 0 x)$
P4) $\forall x \forall y \forall z \forall w((N x \& N y \& S z x \& S w y \& z=w) \rightarrow x=y)$
P5) If $Q$ is a property such that

$$
\begin{aligned}
& \text { (a) } Q 0 \\
& \text { (b) } \forall x \forall y((N x \& Q x \& N y \& S y x) \rightarrow Q y) \text {, } \\
& \text { then } \forall x(N x \rightarrow Q x)
\end{aligned}
$$

Peano, like Euclid, conceived of the primitive terms of the system as already having known meaning, and of the axioms as the smallest set of true statements about the natural number series from which its other properties could be derived. But if we look at the system in the purely formal way described above, we find that other meanings can be given to the primitives, and each of these interpretations would impart another meaning to derived statements about the natural numbers. Russell gives some instructive examples: ${ }^{3}$
(1) Let ' 0 ' stand for 100 and let 'natural number' be taken to mean the integers from 100 onward All the axioms are satisfied, even the third; for although 100 is ordinarily the successor of 99,99 is not a 'natural number' in this interpretation
(2) Let ' 0 ' be 0 but let ' $n$ atural number' be interpreted as 'even number'

[^3]and let the 'successor' of a number be that number obtained by adding 2 to it. The number series will now read
$$
0,2,4,6,8
$$
and again all five of Peano's axioms are satisfied
(3) Let ' 0 ' be 1 , let 'natural number' be any number of the sequence
$$
1,1 / 2,1 / 4,1 / 8,1 / 16
$$
and let 'successor of' mean 'half of'. All five axioms also hold on this interpretation.

By contrast, we might consider some interpretations of $N$ and $S$ which do not satisfy all five Peano axioms.
(4) Let ' 0 ' stand for 0 , 'successor' for successor, and let 'natural number' be interpreted as 'natural number less than or equal to 100 '. Then axioms P1, P3, P4, and P5 hold, but P2 does not, because 100 does not have a successor in this interpretation Similarly, no finite set can satisfy all of the Peano axioms.
(5) Let ' 0 ' stand for 0 , let the 'successor' of any number be the number gotten by adding 1 to it (as in the standard interpretation), but let the 'natural numbers' be $0,0.5,1,15,2,2.5,3,3.5, \ldots$ Axioms P1, P2, P3, and P4 hold; for instance, the unique successor of 1.5 is 2.5 , and of 1 is 2 ; the unique predecessor of 75 is 6.5 , and of 8 is 7 . No fractional number is the successor of any whole number, and vice versa. The only axiom violated by this interpretation is P5, the induction principle A property $Q$ could satisfy (i) and (ii) of P5 and still fail to hold of all the 'natural numbers' by failing to hold for $05,1.5,2.5$, , which will be missed by the "domino attack" of (i) and (ii).

### 8.5.8 Axiomatization of set theory

The primitives of set-theory are of course the notions 'set' and 'member'. What are the axioms of set-theory, the assumptions from which we may derive all we know about sets and their members? There are a number of different axiomatizations, characterizing distinct set-theories, but the best known one, which we give here, is known as the Zermelo-Frankel axiomatization (abbreviated ZF). This axiomatization appears to be quite successful
in that its axioms are very intuitive, simple truths about sets, and no contradictions can be derived from them. One axiom, the axiom of extensionality, says that a set is uniquely determined by its members The other axioms either state that a certain set exists or that a certain set can be constructed by application of an operation. These axioms provide the foundation from which we may derive theorems about sets or set-theoretic concepts and, for instance, prove the exact relationships between properties of relations, and properties of their inverses or complements "Notationally we do not distinguish between sets and members, as we did with upper and lower case letters in the previous chapters, i.e, $w, x, y, z$ are arbitrary set-theoretic objects, but anything enclosed in braces is a set The membership relation holds between a member and the set it is a member of, but $x \in x$ is not excluded
(8-41) The Zermelo-Frankel Axioms of Set Theory
Axiom 1. Extensionality If $x$ and $y$ have the same elements, $x=y$
Axiom 2. Regularity For every non-empty set $x$ there is $y \in x$ such that $x \cap y=\emptyset$.
Axiom 3. Empty set There is a set with no members
Axiom 4. Pairing If $x$ and $y$ are sets, then there is a set $z$ such that for all $w, w \in z$ if and only if $w=x$ or $w=y$.
Axiom 5. Union For every $x$ there is a $y$ such that $z \in y$ if and only if there is $a w \in x$ with $z \in w$.
Axiom 6. Power set For every $x$ there is a $y$ such that for all $z$, $z \in y$ if and only if $z \subseteq x$.
Axiom 7. Infinity There is a set $x$ such that $0 \in x$ and whenever $y \in x$, then $y \cup\{y\} \in x$.
Axiom 8. Replacement If $P$ is a functional property and $x$ is a set, then the range of $P$ restricted to $x$ is a set; i.e., there is a set $y$ such that for every $z, z \in y$ if and only if there is a $w \in x$ such that $P(w)=z$.

The axiom of Regularity says that, if we are collecting objects into sets, we may stop at any stage and what we have then collected is a set. It is perhaps not really 'self-evident' that this is true, but at least it can be proven to be consistent with all the other axioms, and it is a very powerful axiom in constructing simple and direct proofs of other theorems. The Empty-set axiom implies together with Extensionality that there is exactly one empty set. Pairing guarantees that for every $x$ and $y$ the set $\{x, y\}$
exists Union and Power-set assert existence of these sets formed from arbitrary $\boldsymbol{x}$. Infinity proves to be essential in representing the natural numbers as sets. Replacement is the one axiom that Frankel added to Zermelo's axiomatization, instead of his axiom of Separation, which says that a definable subset of a set is also a set, i.e. if $\boldsymbol{x}$ is a set and $P$ is a property then there is a subset $y$ of $x$ which contains just the elements of $x$ which have property $P$. Separation follows from Replacement, but Replacement does not follow from Separation. There are also statements which cannot be proved from the axioms $1-7$ with Separation, but which are provable from $1-7$ with Replacement

These axioms are sufficient as foundations of mathematics, and note that the only primitive relation is membership Yet there are statements which cannot be proved or disproved from this axiomatization. One in particular is often assumed as an additional axiom: the Axjom of Choice. Let $A$ be a set of non-empty sets. A choice-function for $A$ is a function $F$ with domain $A$ and $F(X) \in X$ for each $X \in A$. The function $F$ "chooses" an element in each $X \in A$, namely $F(X)$.
(8-42) Axiom of Choice Every set of non-empty sets has a choicefunction.

This axiom is often used in set theory, and has a variety of guises. It is not provable from axioms 1-8 as Paul Cohen proved in 1963; it is consistent with them, and no contradiction is derivable from it with 1-8, which Gödel proved in 1938. Yet its acceptance is not universal, and there are theorems which admit of simpler proofs with it but which also have more complicated proofs without using the Axiom of Choice. The results of Gödel and Cohen are milestones in the foundations of mathematics, producing innovative and fruitful proof techniques with wide new applications. For our present purposes it suffices to know that the Axiom of Choice is not universally accepted and granted equal status with the other axioms of set theory, although in the sequel we will implicitly rely on it as an aditional axiom. (Axioms 1-8 + the Axiom of Choice are abbreviated to ZFC.)

### 8.6 Axiomatizing logic

### 8.6.1 An axiomatization of statement logic

There are a number of axiomatizations of the system of statement logic we introduced in Chapter 6 that equally meet the criteria of completeness and
independence. We present here the axiomatization of Hilbert and Ackermann, which was obtained by deleting one non-independent axiom from the system of Whitehead and Russell's Principia Mathematica (1913)

Remember that we use $p, q, r, \ldots$ as variables for atomic statements and $P, Q, R, \ldots$ as variables for statements of arbitrary complexity. Only two connectives are taken as primitives, namely $\sim$ and $V$. The other connectives are introduced by the following definitions:

$$
\begin{aligned}
& P \rightarrow Q \text { is an abbreviation for } \sim P \vee Q \\
& P \& Q \text { is an abbreviation for } \sim(\sim P \vee \sim Q) \\
& P \leftrightarrow Q \text { is an abbreviation for }(P \rightarrow Q) \&(Q \rightarrow P) \\
& \quad \text { i.e, for } \sim(\sim(\sim P \vee Q) \vee \sim(\sim Q \vee P))
\end{aligned}
$$

Whenever the three defined connectives occur below, they are to be interpreted as abbreviations for the equivalent expressions with just negations and disjunctions.
(1) Axioms
(a) $(p \vee p) \rightarrow p$
(b) $p \rightarrow(p \vee q)$
(c) $(p \vee q) \rightarrow(q \vee p)$
(d) $(p \rightarrow q) \rightarrow((r \vee p) \rightarrow(r \vee q))$
(2) Rules of Inference
(a) Rule of Substitution: For a statement variable in any statement $Q$ we may substitute a statement $P$, provided that $P$ is substituted for every occurrence of that statement variable in $Q$.
(b) Modus Ponens: From $P$ and $P \rightarrow Q$ infer $Q$.

Bear in mind the following important distinction between proofs in this formal system and proofs within statement logic. In the latter, any tautology could be used to obtain a conclusion from given premises; in the formal system, the tautologies are what we are trying to prove from the four axioms. So we cannot use a tautology in the proof of a theorem unless it is one of the axioms or has been proved earlier to be a theorem.

Not only is it possible to derive theorems in this system, but we can also derive new rules of inference which make the derivations of other theorems more convenient. Derived rules of inference are simply coded shortcuts in proofs For instance, the first derived rule below says that if $P \vee P$ is a theorem, then $P$ is a theorem. The proof of the derived rule consists simply in showing how, whenever a theorem of the form $P \vee P$ has been established, axioim (a) and the Rule of Substitution can be used to derive a theorem of the form $P$. Having shown that, we are free in the future to skip straight from $P \vee P$ to $P$, justifying the step by the derived rule Since rules of inference are all of the form 'If .. is a theorem, then is a theorem," the method of establishing rules of inference is closely related to the rule of conditional proof (see Chapter 6).
(8-43) Derived rule I: If $P \vee P$ is a theorem, then $P$ is a theorem Proof:

| $1 \quad P \vee P$ | Premise |
| :--- | :--- |
| 2. $(p \vee p) \rightarrow p$ | Axiom (a) |
| 3 $(P \vee P) \rightarrow P$ | $2, S u b s t i t u t i o n ~$ |
| 4. $P$ | 1,3, Modus Ponens |

Derived rule II: If $P$ is a theorem, and $Q$ any statement, then $P \vee Q$ is a theorem.
Proof:

1. $P$ Premise
2. $p \rightarrow(p \vee q) \quad$ Axiom (b)
3. $P \rightarrow(P \vee Q) \quad$ 2, Substitution
4. $(P \vee Q) \quad 1,3$, Modus Ponens

Derived rule III: If $P \vee Q$ is a theorem, then $Q \vee P$ is a theorem.
Derived rule IV: If $P \rightarrow Q$ is a theorem and $R$ is any statement, then $(R \vee P) \rightarrow(R \vee Q)$ is a theorem

The proofs of derived rules III and IV are similar to the proofs for I and II (cf axioms (c) and (d)).

Two theorems are proved below to illustrate the general method of proofs within axiomatic systems. Each theorem may be used along with the axioms and original and derived rules of inference in proving successive theorems.
(8-44) Theorem $1 \quad(p \rightarrow q) \rightarrow((r \rightarrow p) \rightarrow(r \rightarrow q))$
Proof:

$$
\begin{array}{ll}
\text { 1. }(p \rightarrow q) \rightarrow((r \vee p) \rightarrow(r \vee q)) & \text { Axiom (d) } \\
\text { 2. }(p \rightarrow q) \rightarrow((\sim r \vee p) \rightarrow(\sim r \vee q)) & \text { 1, Subst. } \sim r / r \\
\text { 3. }(p \rightarrow q) \rightarrow((r \rightarrow p) \rightarrow(r \rightarrow q)) & \text { 2, Def. } \rightarrow
\end{array}
$$

The substitution in line 2 perhaps deserves mention. The Rule of Substitution allows any complex statement to replace any atomic statement as long as the substitution is made uniformly throughout the entire formula. The atomic statement replaced is $r$ of line 1 . It is of no significance that the same symbol occurs again in the replacing statement $\sim r$. We could as well have taken $\sim s$, and then the resulting theorem would have had $s$ instead of $r$
(8-45) Derived rule V: If $(P \rightarrow Q)$ and $(Q \rightarrow R)$ are theorems, then $(P \rightarrow R)$ is also a theorem.
Proof:

| 1. $(P \rightarrow Q)$ | Premise |
| :--- | :--- |
| 2. $(Q \rightarrow R)$ | Premise |
| 3. $(p \rightarrow q) \rightarrow((r \rightarrow p) \rightarrow(r \rightarrow q))$ | Theorem I |
| 4 $(Q \rightarrow R) \rightarrow((P \rightarrow Q) \rightarrow(P \rightarrow R))$ | 3, Subst. |
| 5. $(P \rightarrow Q) \rightarrow(P \rightarrow R)$ | 2, 4, M.P. |
| 6. $(P \rightarrow R)$ | 1,5, M.P. |

In general, there will be a derived rule of inference obtainable from any theorem which has the form of an implication.

| (8-46) Theorem 2. $\sim p \vee p$ |  |
| :--- | :--- |
| Proof: |  |
| 1 $p \rightarrow(p \vee q)$ | Axiom (b) |
| 2. $p \rightarrow(p \vee p)$ | 1, Subst. |
| 3. $(p \vee p) \rightarrow p$ | Axiom (a) |
| 4 $p \rightarrow p$ | 2, 3, D R V. |
| 5. $\sim p \vee p$ | def. $\rightarrow$ |

### 8.6.2 Consistency and independence proofs

Above we noted that consistency can be proven most easily by specifying a model, and independence by showing semantically what effect dropping the
axiom tested for independence has on the set of models of the entire system The proofs given here of the consistency and independence of the Hilbert and Ackermann axiomatization of statement logic illustrate the possibility of giving syntactic proofs of consistency and independence. The difficulty of finding semantic arguments for the special case of axiomatizing logic itself stems from the difficulty of giving a non-trivial model A model is anything of which the axioms are true when primitive terms are translated in some specified way; but the axioms in this case are tautologies, hence "true of" anything

## (i) Consistency

Hilbert and Ackermann's consistency proof is a proof that there is no way to derive within the system both a statement and its negation. It is a syntactic argument since it involves only the formal properties of the axioms and rules of inference Superficially it looks semantic in that it appears to be introducing a model, but this "quasi-model," it must be emphasized, is not something of which the axioms are "true". It simply serves to isolate certain formal characteristics of the axioms and rules of inference

In this "quasi-model" the statement symbols $p, q, r$, are not variables for statements, but for the numbers 0 and 1 . Disjunction is taken to represent multiplication:

$$
\begin{array}{ll}
0 \vee 0=0 & 1 \vee 0=0 \\
0 \vee 1=0 & 1 \vee 1=1
\end{array}
$$

Negation is defined as follows:

$$
\sim 0=1 \quad \sim 1=0
$$

Since the other connectives are defined in terms of these, they are defined now similarly by these numerical equations.

It can be shown now that given this numerical encoding, (1) the axioms all have the value 0 for all values of statement symbols occuring within them, and (2) starting from statements which have the value 0 for all values of their components and applying the rules of inference can only lead to other statements which have 0 as value for all values of their components. It follows that no formula can ever be derived which has value 1. But from the definition of negation, it is clear that if $P$ is 0 then $\sim P$ is 1 . Hence, since we can never derive a statement with value 1 , we cannot derive both a statement and its negation in the statement logic axiomatization. The system is therefore consistent

To show that axiom (c), for example, has value 0 for all values of its
components, we let $p$ and $q$ each take on the values 0 and 1 and examine each case.

$$
\begin{aligned}
& \text { Axiom(c): }(p \vee q) \rightarrow(q \vee p) ; \text { i e, }(\sim(p \vee q)) \vee(q \vee p) \\
& \quad \begin{array}{l}
p=0, q=0:(\sim(0 \vee 0)) \vee(0 \vee 0)=\sim 0 \vee 0=(1 \vee 0)=0 \\
p=0, q=1:(\sim(0 \vee 1)) \vee(1 \vee 0)=\sim 0 \vee 0=(1 \vee 0)=0 \\
p=1, q=0:(\sim(1 \vee 0)) \vee(0 \vee 1)=\sim 0 \vee 0=(1 \vee 0)=0 \\
p=1, q=1:(\sim(1 \vee 1)) \vee(1 \vee 1)=\sim 1 \vee 1=(0 \vee 1)=0
\end{array}
\end{aligned}
$$

The other axioms can be handled similarly
To show that the rules of inference permit only statements whose value is always 0 to be derived from statements whose value is always 0 , we can proceed as follows:

Rule of Substitution: A statement $p$ whose value may be 0 or 1 is substituted for some variable whose value can be 0 or 1 ; if the formula into which $p$ is substituted has the value 0 for either value of the variable $p$, it will still have the value 0 for either value of $p$.

Rule of Implication: Assume that $P \rightarrow Q$ and $P$ have the value 0 for all values of their components. $P \rightarrow Q$ is an abbreviation for $\sim P \vee Q$. Since $P$ has value $0, \sim P \vee Q$ has value $\sim 0 \vee$ (value of $Q$ ), ie, $1 \vee$ (value of $Q$ ). But for $1 \vee$ (value of $Q$ ) to equal 0 , as given, the value of $Q$ must be 0 Hence if $P$ and $P \rightarrow Q$ have value 0 for all values of their components, so does $Q$.
(ii) Independence

The question of independence of the given set of axioms has been solved by Hilbert and Ackermann and independtnly by Paul Bernays, who first showed that the fifth axiom included by Whitehead and Russell was not independent. Hilbert and Ackermann provide a syntactic proof of independence for each axiom, again using quasi-arithmetical models; one example is included here:
Independence of Axiom (b): $p \rightarrow(p \vee q)$; i.e, $\sim p \vee(p \vee q)$
Let $\quad 0 \vee 0=0 \vee 1=0 \vee 2=0 \vee 3=0$

$$
\begin{aligned}
& 1 \vee 1=1 \vee 2=1 \vee 3=1 \\
& 2 \vee 2=2 \vee 3=2 \\
& 3 \vee 3=3
\end{aligned}
$$

and let $\vee$ be commutative (Thus $p \vee q$ is always the minimum of $p$ and $q$.)

$$
\text { Let } \begin{array}{rlr} 
& \sim 0=1 & \sim 2=3 \\
& \sim 1=0 & \sim 3=2
\end{array}
$$

It can be shown that axioms (a), (c), and (d) always have the value 0 or 2. It can also be shown that from formulas with value 0 or 2 , the rules of inference allow derivation only of other formulas with values 0 or 2

But if we let $p=2$ and $q=1$, axiom (b) has the value 1 . Therefore axiom (b) cannot be derived from the other three; it is independent.

In each proof of independence of an axiom, a different interpretation of the whole system is required, since in each case we must find a property which is posssessed by all but one of the axioms and which is passed on by the rules of inference.

### 8.6.3 An axiomatization of predicate logic

First-order prodicate logic has a particularly pleasant property: it allows for axiomatizations that are complete and sound. Completeness means here that all valid formulas (i.e formulas that are true in allinterpretations) are derivable from the axioms using the rules of inference. Soundness of axiomatization is the inverse property: all derivable formulas, ie. all theorems, are valid. Together these two properties mean that all and only valid formulas are derivable from the axioms.

There are a number of axiomatizations of first-order predicate logic that are complete and sound. The following one is particularly simple in its formulation as it uses only two connectives and two rules of inference. The other connectives can be defined in a way similar to the definitions in 8.6.1. The existential quantifier $(\exists x)$ is defined as $\sim(\forall x) \sim$. However, instead of a rule of substitution, this axiomatization uses axiom-schemata. Thus, according to the first schema, any wff of the form $\varphi \rightarrow(\psi \rightarrow \varphi)$ is an axiom, where $\varphi$ and $\psi$ are arbitrary statements of first-order logic, i.e. formulas without free variables. As before in Section 73 we write $\varphi(x), \psi(x)$ etc. for any formula which contains at least one free occurrence of the variable $x$. We write $a$ for an arbitrary individual constant, $\varphi(a)$ for the statement obtained from $\varphi(x)$ by replacing all free occurrences of $x$ by $a$, and $\varphi(y)$ for the formulas obtained from $\varphi(x)$ by replacing all free occurrences of $x$ by $y$. In the latter case it is under stood that $\varphi(x)$ does not contain occurrences of the variable $y$.

## Axiomatization of Predicate Logic

A1) $(\varphi \rightarrow(\psi \rightarrow \varphi))$
A2) $(\varphi \rightarrow(\psi \rightarrow \chi)) \rightarrow((\varphi \rightarrow \psi) \rightarrow(\varphi \rightarrow \chi))$
A3) $(\sim \varphi \rightarrow \sim \psi) \rightarrow(\psi \rightarrow \varphi)$
A4) $(\forall x) \varphi(x) \rightarrow \varphi(a)$
Rules of inference
R1) From $\varphi$ and $\varphi \rightarrow \psi$, derive $\varphi$ (Modus Ponens)
R2) From $\varphi \rightarrow \psi(a)$, derive $\varphi \rightarrow(\forall x) \psi(x)$ provided that $a$ does not occur in $\varphi$

The first three axiom-schemata, together with the rule of inference Modus Ponens provide anther axiomatization of statement logic, different from the one given in 861 , since it uses axiom-schemata Predicate logic is hence an extension of statement logic. We illustrate this axiomatization of predicate logic with the proofs of three theorems
(8-47) Theorem 1. $(\forall x) \varphi(x) \rightarrow(\forall y) \varphi(y)$ is derivable for any statement $(\forall x) \varphi(x)$ of predicate logic
Proof:

$$
\begin{aligned}
& \text { 1. } \quad(\forall x) \varphi(x) \rightarrow \varphi(a) \\
& \quad \text { where } a \text { does not occur in }(\forall x) \varphi(x)
\end{aligned} \quad \text { Axiom-schema } 4
$$

2. $(\forall x) \varphi(x) \rightarrow(\forall y) \varphi(y) \quad$ 1, R2

This theorem shows that alphabetic variants are equivalent, and hence that the choice of individual variables is arbitrary.
(8-48) Theorem 2. $\varphi \rightarrow \varphi$ is derivable for any statement $\varphi$ of predicate logic

> Proof:

1. $(\varphi \rightarrow((\varphi \rightarrow \varphi) \rightarrow \varphi)) \rightarrow((\varphi \rightarrow(\varphi \rightarrow \varphi)) \rightarrow(\varphi \rightarrow \varphi))$

Axiom-schema 2
2. $\varphi \rightarrow((\varphi \rightarrow \varphi) \rightarrow \varphi)$

Axiom-schema 1
3. $(\varphi \rightarrow(\varphi \rightarrow \varphi)) \rightarrow(\varphi \rightarrow \varphi) \quad$ 1, 2, Modus Ponens
4. $\varphi \rightarrow(\varphi \rightarrow \varphi) \quad$ Axiom-schema 1
$5 \varphi \rightarrow \varphi \quad 3,4$, Modus Ponens

As is evident from this proof, to write down actual derivations in this axiomatic system is rather cumbersome We will use theorem 2 in the proof of the law of the excluded middle for predicate logic.
(8-49) Theorem 3. $(\forall x)(\varphi(x) \vee \sim \varphi(x))$
Proof:

1. $\sim \varphi(a) \rightarrow \sim \varphi(a) \quad$ by theorem 2
2. $\varphi(a) \vee \sim \varphi(a) \quad 1$, definition of disjunction
3. $(\varphi(a) \vee \sim \varphi(a) \rightarrow((\psi \rightarrow(\psi \rightarrow \psi)) \rightarrow(\varphi(a) \vee \sim \varphi(a))))$

Axiom-schema 1
4. $((\psi \rightarrow(\psi \rightarrow \psi)) \rightarrow(\varphi(a) \vee \sim \varphi(a))) \quad 2,3$, Modus Ponens
$5((\psi \rightarrow(\psi \rightarrow \psi)) \rightarrow(\forall x)(\varphi(x) \vee \sim \varphi(x))) \quad 4, \mathrm{R} 2$
$6 \quad(\psi \rightarrow(\psi \rightarrow \psi))$
Axiom-schemata 1
7. $(\forall x)(\varphi(x) \vee \sim \varphi(x)))$

5, 6, Modus Ponens

### 8.6.4 About completeness proofs

This axiomatization of first-order predicate logic is complete, i e., all and only valid formulas are provable. Although this claim itself has been proven formally by Kurt Gödel and later also by Leon Henkin, these proofs are quite technical and not directly useful for any linguistic purposes But the notion of completeness is an important meta-theoretical concept and to get an impression of its value we discuss the main ideas of Henkin's proof semiformally here.

The main stages of Henkin's completeness proof are the following three claims:
(1) if a formula $\varphi$ is not provable in predicate logic, then the singleton set $\{\sim \varphi\}$ is consistent.
(2) every consistent set of statements $M$ is contained in a maximally consistent set $M^{*}$
(3) every maximally consistent set $M^{*}$ has an interpretation making exactly all statements in $M^{*}$ true

We explain the three claims and the notions used in them non-technically:
ad 1) Suppose that $\varphi$ is not provable in predicate logic. We reason in a reductio ad absurdum argument If $\{\sim \varphi\}$ is inconsistent, then, according to the definition of inconsistency, we can derive some formula $\psi$ and its negation hence also the contradiction $(\sim \psi \& \psi)$ from it. In that case one can show that $\sim \varphi \rightarrow(\sim \psi \& \psi)$ is provable, and that therefore $\sim(\sim \psi \& \psi) \rightarrow \varphi$ is provable. Since $\sim(\sim \psi \& \psi)$ is provable as well, it follows by Modus Ponens that $\varphi$ is provable after all, which contradicts the initial assumption that $\varphi$ is not provable in predicate logic So the additional assumption that $\sim \varphi$ is inconsistent cannot be right, so $\sim \varphi$ is consistent,
ad 2) A set of formulas $M^{*}$ is maximally consistent if $M^{*}$ is consistent and for every arbitrary formula $\varphi$ not in $M^{*}, M^{*} \cup\{\varphi\}$ is inconsistent This means that there is no formula which can be added to $M^{*}$ while keeping it consistent Any consistent set of formulas $M$ can be extended to a maximally consistent set $M^{\times}$which contains all formulas of $M$. We enumerate the formulas $\varphi_{1}, \varphi_{2}, \varphi_{3}$, in $M$ according to their length and by equal length alphabetically and enumerate also all the individual constants Take $M_{0}=M$ and form $M_{n+1}$ for arbitrary $n$ from the set $M_{n}$ by adding the formula $\psi(a) \rightarrow(\forall x) \psi(x)$ if $\varphi_{n+1}$ is of the form $(\forall x) \psi(x)$; where $a$ is the first individual constant in the enumeration which does not occur in $\varphi_{n+1}$ nor in any of the formulas in $M_{n}$. If $\varphi_{n+1}$ is not of the form $(\forall x) \psi(x)$ then $M_{n+1}=M_{n}$. This procedure produces sequence of consistent sets $M_{0}, M_{1}, M_{2}, .$. Let $M^{*}$ be the set consisting only of all elements of any $M_{n}$. Then $M_{n}$ is consistent, since there is no finite subset which is inconsistent. $M^{\star}$ is maximal since any formula not in $M^{*}$ is excluded because it would make it inconsistent by the procedure.
ad 3) Every consistent set of formulas has a model in which all formulas are true. We should describe this precisely for any form of formula, but the details are not particularly illuminating In case the formula is universally quantified, the procedure of constructing $M^{*}$ guarantees that all assignments to the quantified variable give formulas which are still in $M^{*}$

Now if $\varphi_{1}, ., \varphi_{n} \rightarrow \psi$ is valid in predicate logic, then the proof of $\psi$ from premises $\varphi_{1}, \ldots, \varphi_{n}$ must exist in our axiomatization of predicate logic For if $\varphi_{1}, \ldots, \varphi_{n} \rightarrow \psi$ is valid, then $\varphi_{1} \rightarrow\left(\varphi_{2} \rightarrow .\left(\varphi_{n} \rightarrow \psi\right)\right)$ ) is true and hence provable. With Modus Ponens applied $n$ times we prove $\psi$ from $\varphi_{1}, \ldots, \varphi_{n}$.

This sketch of Henkin's completeness proof may give you a taste of one of the most important results in predicate logic. It shows that you may safely switch back and forth between model-theoretic arguments and proofs,
since they are simply semantic and syntactic counterparts Perhaps the most important and startling "side effect" of the research on completeness was the discovery of negative results showing the incompleteness of some systems To that topic we turn briefly in Section 86.6

### 8.6.5 Decidability

We have seen already that finding a proof for a formula with natural deduction rules often requires ingenuity and insight. There is no foolproof procedure we can prescribe which yields a proof for any provable formula, In the semantics of the statement logic, however, there is the mechanical truth table method which always answers the question whether a statement is a tautology or not In predicate logic truth tables do only part of the semantic job but we have to consider assignments to variables on possibly infinite domains as well There is no general procedure which yields a definite yes/no answer to the question whether a predicate-logical statement is valid or provable. No success in finding a proof may mean either that we have to try harder or that the statement is not a theorem, but we never know which is the case!

If you understand the workings of the Beth Tableaux for predicate logic, you have seen that the construction of some tableaux may just never come to an end by closure or counterexample. Neither can we tell from the form of a predicate-logical statement after how many steps we will either find a counterexample or obtain closure. All we know is that if the statement is valid it will eventually end in closure This is why the tableau method, even though it is more mechanical than natural deduction, does not constitute a general procedure answering 'yes' or 'no' to the question whether an arbitrary statment of predicate logic is a theorem. The fact that membership in the set of theorems of predicate logic cannot be decided for every arbitrary formula by such a mechanical procedure is called the undecidability of predicate logic The statement logic, however, is decidable, because of the existence of the mechanical procedures of truth tables or tableaux which characterize the valid statements. Another subsystem of first-order predicate logic, monadic predicate logic, where predicates can take only one argument, is also decidable. The proof of the decidability of monadic predicate logic is based on two facts: (1) that any monadic formula can be transformed to a special prenex normal form in which all existential quantifiers precede the universal quantifiers (see below on Skolem Normal Forms) and (2) that a tableau for such formulas always ends after a finite number of steps in closure or in a
counterexample by enumerating the domain. Both claims can be proven, but to do so here would lead us too far afield

The set of theorems of predicate logic is not decidable, but it is enumerable in a systematic way. The Beth Tableaux method provides such an enumeration, since we know that every valid theorem eventually leads to closure The method does not produce a yes/no answer for any arbitrary formula, but it does produce "yes" answers for all valid theorems We say that this constitutes an effective enumeration of the set of theorems of predicate logic. Of course, the complement of this set, i.e., the set of all non-theorems or invalid arguments, is not effectively enumerable. For if it were, we would have a decision procedure saying "yes" to all theorems and "no" to all non-theorems. The completeness theorem is not in any conflict with the undecidability of predicate logic, for if an argument is valid, there is a finite proof of it, but we have no general method of finding such a proof. We return to the relations between decidability, effectively enumerable sets, different kinds of functions, and computability in Part E .

### 8.6.6 Gödel's incompleteness theorems

The Peano axioms form the foundation of mathematical number theory. We may wonder whether it is complete with respect to its intended interpretation. In 1931, just after proving the completeness of predicate logic, Kurt Gödel proved the startling theorem that Peano arithmetic is incomplete; i.e., there is a true statement about natural numbers which is not provable from the Peano axioms!

The proof of what is known as Gödel's first incompleteness theorem constitutes one of the most sophisticated proof techniques in logic. Gödel's first incompleteness result concerned the incompleteness of Peano arithmetic. His second incompleteness result stated that any consistent axiomatization which is strong enough to contain number-theoretic representations of proofs does not yield a proof of its own consistency. The result is shocking when one realizes that it means that the proof of the consistency of arithmetic is as questionable as its consistency itself.

The first incompleteness theorem uses the natural numbers simultaneously as an object-level system and as its own metalanguage in constructing a number-theoretic representation of a statement which says about itself that it is false. The intutitive background stems from the ancient Cretan paradox of the liar, which is easily expressed in natural language by the selfreferential statement, I am a liar. Anyone making such a statement runs into
semantic paradoxes, for if the statement is true, he is not a liar and hence what he says is false, but if the statement is false, then he cannot be a liar and what he says is true. The vicious circularity resides in using a semantic truth predicate (being a liar $=$ not speaking the truth) in the statement as well as in applying it to the statement itself The formal proof of the incompleteness theorem is too intricate to even outline here; the interested reader is referred to Hofstadter (1979) for a generally accessible exposition or to Bell and Machover (1977), Enderton (1972), or any other textbook in mathematical logic for all necessary details

Another surprising consequence of the incompleteness theorem is that, since ZFC is effectively axiomatizable, complete with respect to negation and thought to be consistent, its supposed consistency can never be proven.

Even though the Gödel results deeply shook the foundations of mathematics and logic, mathematical practice never took much notice and proceeded as usual We may take their metaphysical implications as saying that mathematical reality is too rich ever to get completely captured in a consistent and complete axiomatization; or we may conclude more soberly that formalizations have their limits too, and we had better be aware of them

### 8.6.7 Higher-order logic

There are different ways in which we may enrich the language of first-order predicate logic by admitting quantification over predicates or functions. The system we introduced contained quantifiers restricted to individual variables, which constitute the first-order quantification. But there are many nouns and verbs in natural language which are not properties of individuals, but rather properties of properties of individuals. If this vase is blue and blue is a color, we cannot infer that this vase is a color, but rather that this vase if of a color The predicate 'is a color' cannot properly be applied to ordinary individuals, but can be applied to properties of them. Properties and relations of these first-order objects are second-order objects, and so on. A logical system is an $n$-order logic when it contains at least one $n$-order variable (free or bound). Note that an $n$-order logic may contain quantifiers of lower order as well as relations mixing arguments of different orders. The interpretation of second-order quantifiers must consider all or some assignments of subsets of a domain to the second-order variables, since a first-order predicate is interpreted by a subset of the domain. The interpretation of 'is a color', for instance, is a set of subsets of colored objects. The semantics of
second-order quantifiers must hence employ the full power-set of the domain of the model We will not develop a full-fledged syntax and semantics of higher-order systems here but discuss some aspects of second-order logic of interest in linguistic applications

Two examples of familiar notions illustrate the expressive power of secondorder logic
(1) A well-ordering is an ordering relation in which every non-empty set has a least element. This is expressed in second-order logic by

$$
(\forall X)((\exists w) X w \rightarrow(\exists y)(X y \&(\forall z)((X z \& z \neq y) \rightarrow y<z)))
$$

(2) The induction axiom in Peano's axiomatization of artithmetic can be translated into a second-order formula It says that a set of natural numbers which contains 0 and is closed under the successor function, constitutes the set of all natural numbers. In a second-order formula, where $X$ is a secondorder variable and $S$ is the successor-relation, a relation between a set and a natural number, this is expressed as

$$
(\forall X)(X(0) \&(\forall y(X(y) \rightarrow S(X, y)) \rightarrow(\forall y) X(y)))
$$

Any first-or der formula can be translated to a logically equivalent secondorder formula which has a special form: it is prenex and all existential $n$ order quantifiers precede universal first-order quantifiers. This is called its Skolem Normal Form (SNF) after the logician Skolem who proved the general theorem that such a normal form exists for any first-order formula. We discuss some examples as illustration of the method. The value of Skolem Normal Forms lies in their explicit representation of quantificational dependencies of assignments to variables The simplest example is the equivalence of $(\forall x)(\exists y) R(x, y) \Longleftrightarrow(\exists F)(\forall x) R(x, F(x))$. The individual variable $y$ is assigned a value by a function $F$ depending on the assignment to the universally quantified $x$.

To see that $(\exists F)(\forall x) R(x, F(x))$ implies $(\forall x)(\exists y) R(x, y)$, suppose we have an interpretation $M$ with an assignment $g$ which verifies $(\forall x)(\exists y) R(x, y)$. We know that for any $a$ in the domain of $M$ there is at least one $b$ such that $\llbracket R(x, y) \rrbracket^{M, g}$ is true. We obtain a function $f$ on the domain of $M$ by choosing one such $b$ for each $a$ and taking $f(a)=b$. This uses the Axiom of Choice Then $\llbracket(\forall x) R(x, F(x)) \rrbracket^{M, g^{\prime}}$ is true where $g^{\prime}$ is exactly like $g$ with $f$ substituted for $F$. This function $f$ is called a Skolem function, or a choice-function, for the formula $(\forall x)(\exists y) R(x, y)$ in the inter pretation $M$. This illustrates the
general method: an existential first-order quantifier is translated to an existential second-order function quantifier, which binds a function taking as arguments all individual variables bound by universal quantifiers preceding it. One more example of this procedure may suffice as illustration. Suppose we have a formula

$$
(\exists y)(\forall x)(\exists z)(\forall u)(\forall y)(\exists w) R(y, z, w)
$$

(presumably other variables occur in the matrix, but they are irrelevant for the present example). The first existential quantifier precedes the universal quantifiers, so is already in SNF. Consider the remainder of the formula:

$$
(\forall x)(\exists z)(\forall u)(\forall v)(\exists w) R(y, z, w)
$$

The second existential quantifier $(\exists z)$ depends on ( $\forall x)$, and we translate the formula to

$$
(\exists F)(\forall x)(\forall u)(\forall v)(\exists w) R(y, F(x), w)
$$

What remains is

$$
(\forall x)(\forall u)(\forall v)(\exists w) R(y, F(x), w)
$$

This is logically equivalent to

$$
(\exists G)(\forall x)(\forall u)(\forall v) R(y, F(x), G(x, u, v))
$$

Here $G$ is a Skolem function with three arguments The original formula is hence equivalent to the SNF

$$
(\exists y)(\exists F)(\exists G)(\forall x)(\forall u)(\forall v) R(y, F(x), G(x, u, v))
$$

Linguistic applications of Skolem-functions have been primarily in the semantics of question-answering A multiple question like "Which student got which grade?" is interpreted as a set of statements which constitute true answers to it, which must give a specific grade for each student. The answer to the wh-quantifier "which grade" depends on the answer to "which student". This dependency can be captured by a Skolem-function and implemented in a Montague style semantics or in other model-theoretic frameworks

The same considerations which showed that first-order predicate logic is undecidable apply to higher-order logics which contain first-order logic. There cannot be a procedure which answers 'no' in every case in which a formula is not a theorem. But we have seen that the Beth Tableaux method provided a procedure to enumerate the valid theorems No such effective enumeration exists for the theorems of higher-order logics, however. For if there was such an enumeration, it could be turned into a 'no'-answering procedure for first-order logic by replacing names and predicate constants by appropriate variables, universally quantifying these and negating the entire second-order formula We know first-order logic is undecidable, so there cannot be such a ' $n o$ '-answering procedure. So there is no tableau method for second-order logic, no effective procedure identifying all theorems.

Second-order logic, and hence any higher-order logic, is incomplete. The proof cannot be discussed here, but it is based on the fact that an incomplete fragment of arithmetic can be represented in it, showing that Gödel's incompleteness result may be applied to higher-order logics. This means that there are valid theorems which cannot be proven from any axiomatization of higher-order logic. It is an interesting open question just how much higher-order expressive power can be admitted into first-order logic while preserving its completeness.

Type theory is the system of logic with quantifiers and variable of any order. Montague Grammar is based on a type theory but usually employs only a limited fragment with third-order quantification in the interpretation of natural language. New research is developing more flexible forms of type theory which may have important applications in linguistics and computer science

## Exercises

1. Give a recursive definition of the well-formed strings in the statement calculus in Polish parenthesis-free notation (Chapter 6, Exercise 13). Give a proof CENApppp is a well-formed string using your definition.
2. Let $f$ be a function that maps each $n$ in $Z=0,1,2,3, \ldots$ into $2^{2^{n}}$; e.g., $f(1)=2^{2^{1}}=2^{2}=4$ Given a recursive definition of $f$, and use it to compute the value of $f(4)$.
3. Suppose we were to take the successor of any positive number $x$ as being $x+2$. Show that the four Peano Axioms (Section 84) would
then specify the set of natural numbers as the set of even numbers $0,2,4,6,8, \ldots$ Would the Principle of Mathematical Induction still be a reasonable rule of inference when defined over this set?
4. Prove by induction that the power set of a set with $n$ members has $2^{n}$ members, for any finite positive integer $n$.
5. Prove by induction the generalized distributive law of multiplication over addition; i.e, for all $n, a \times\left(b_{1}+b_{2}+\ldots+b_{n}\right)=\left(a \times b_{1}\right)+(a \times$ $\left.b_{2}\right)+\ldots+\left(a \times b_{n}\right)$.
6. What is wrong with the following inductive proof that all horses are of the same color? For a set containing only one horse, the base clearly holds, since that horse has only one color Now assume that all sets of $n$ horses contain only horses of the same color. We show that it follows that the same is true of all sets of $n+1$ horses Choose a set of $n+1$ horses and select any $n$ of them, disregarding the extra horse for the moment. By assumption, these $n$ horses are all of the same color. Now replace one of the $n$ horses by the extra horse, forming a new set of $n$ horses These again, by assumption, are all of the same color, and so the extra horse is the same color as all the others. Therefore, all horses are of the same color.
7. Consider the following axiomatic system. The "alphabet" consists of all well-formed formulas in the statement calculus plus the symbols $\rightarrow$, (, and ). There are three axioms:
(A1) $p \rightarrow(q \rightarrow p)$
(A2) $(p \rightarrow(q \rightarrow r)) \rightarrow((p \rightarrow q) \rightarrow(p \rightarrow r))$
(A3) $(\sim p \rightarrow \sim q) \rightarrow(q \rightarrow p)$
and two rule schemata:
(R1) From any two expressions of the form $A \rightarrow B$ and $A$, we can derive $B$ ( $A$ and $B$ are variables ranging over the wff's of the statement calculus).
(R2) From any expression $A$ we can derive $B$, where $B$ is the result of substituting a wff $x$ for every instance of some atomic statement, i.e., $p, q, r$,etc., in $A$.

The following is a proof of $p \rightarrow p$ in this system:

$$
\begin{align*}
& \text { 1. }(p \rightarrow(q \rightarrow r)) \rightarrow((p \rightarrow q) \rightarrow(p \rightarrow r)) \\
& \text { 2. }(p \rightarrow((q \rightarrow p) \rightarrow r)) \rightarrow((p \rightarrow(q \rightarrow p)) \rightarrow(p \rightarrow r)) \\
& \text { 1, (R2) (Substituting }(q \rightarrow p) \text { for } q \text { ) } \\
& \text { 3. }(p \rightarrow((q \rightarrow p) \rightarrow p)) \rightarrow((p \rightarrow(q \rightarrow p)) \rightarrow(p \rightarrow p)) \\
& \text { 2, (R2) (Substituting } p \text { for } r \text { ) } \\
& 4 \quad p \rightarrow(q \rightarrow p)  \tag{A1}\\
& \text { 5. } p \rightarrow((q \rightarrow p) \rightarrow p) \\
& \text { 4, (R2)(Substituting ( } q \rightarrow p \text { ) for } q \text { ) } \\
& \text { 6. } \quad(p \rightarrow(q \rightarrow p)) \rightarrow(p \rightarrow p) \\
& 3,5 \text {, (R1) } \\
& \text { 7. } p \rightarrow p  \tag{R1}\\
& \text { 5. } \quad p \rightarrow((q \rightarrow p) \rightarrow p)
\end{align*}
$$

Construct a proof of $\sim p \rightarrow(p \rightarrow q)$ in this system Hint: Begin by substituting $(\sim q \rightarrow \sim p) \rightarrow(p \rightarrow q)$ for $p$ and $\sim p$ for $q$ in A1. It can be shown that the theorems of this system are all and only the tautologous wff's of statement logic [see, for example, Massey (1970, pp. 125-159)]. The connectives \& and $V$, which do not appear in this system, can be defined in terms of $\sim$ and $\rightarrow$.
8. Reformulate the recursive difinition in Exercise 1 as an axiomatic system having the wff's $n$ Polish notation as its theorems. Find an equivalent semi-Thue system
9. Construct an extended axiomatic system whose theorems are all strings in $\{a\}^{*}$ of length divisible by 2 or by 3 . For example, aa, aaa, aaaa, aaaaaa, aaaaaaaa are theorems, but $a, a a a a a$ aaaaaaa are not. Can you see why there is no equivalent axiomatic system without an auxiliary alphabet?
10. Prove in the axiomatization of predicate logic given in Section 6.3 the following theorems. You may assume that all predicate logical tautologies are provable in this axiomatization.
(a) $P(a) \rightarrow(\exists x) P(x)$
(b) from premise $(\forall x)(\varphi \rightarrow P(x)))$ that $(\varphi \rightarrow(\forall x) P(x))$ if $x$ does not occur in $\varphi$
(c) from premise $(\forall x)(P(x) \rightarrow Q(x))$ that $(\forall x) P(x) \rightarrow(\forall x) Q(x)$
11. If the deletion of a certain axiom from a negation complete system makes it not negation complete, then the axiom is independent. Why?
12. The following systems all satisfy Peano's axioms under appropriate interpretations. For each case state what interpretation must be given to ' 0 ', 'is a natural number', and 'is a successor of'.
(a) $0,-1,-2,-3, \ldots$
(b) $5,10,15,20,25, \ldots$
(c) $+1,-2,+4,-8,+16,-32, \ldots$
13. Consider the following formal system W.

Primitives: set $P$ of objects called "points", a set $L$ of objects called "lines"
Axioms:
(1) every line is a set of points; i.e. $L \in \wp(P)$
(2) there exist at least two distinct points
(3) if $p$ and $q$ are distinct points, then there is one and only one line of which $p$ and $q$ are both members.
(4) if $l$ is a line, there exists a point not in $l$
(5) if $l$ is a line, and $p$ is a point not in $l$, then there exists one and only one line containing $p$ and disjoint from $l$.
(a) Find a model for $W$ in which $P$ has exactly four objects.
(b) Prove from the axioms that every point is in at least two distinct lines
(c) Prove that the empty set cannot be a member of $L$.
(d) Show that there can be no model for $W$ in which $P$ has exactly two members.
(e) If we added as sixth axiom "every line contains exactly one point" would the resulting system be consistent?
14. Give the Skolem normal forms for the following formulas:
(a) $(\forall x)(\exists y)(\forall z) R(x, y, z)$
(b) $(\forall x)(\exists y)(\exists z) R(x, y, z)$
(c) $(\forall x)(\exists y)(R(x, y) \rightarrow(\exists z)(S(x, z) \& S(y, z))))$
(d) $(\forall x)(\forall y)(\exists z)(R(x, y) \& \sim P(z) \rightarrow(\forall u) S(z, y, x, u))$


## Appendix B-I

## Alternative Notations and Connectives

The logical language we have studied in this chapter is the best known classical system of logic of statements. There are various alternative symbolic notations for the connectives we introduced, the most common of which are listed below
Alternative notation for connectives

|  | our symbol | alternative(s) |
| :--- | :--- | :--- |
| negation | $\sim$ | $\neg,-, \bar{p}$ |
| conjunction | $\&$ | $\wedge$, |
| conditional | $\rightarrow$ | $\partial$ (called 'horseshoe') |

## Table B.I.-1:

Furthermore, there are two connectives which we have not introduced, as they are not part of the system most commonly used. One, called "Quine's dagger", $\downarrow$ is sufficiently powerful to be the only connective in a system equivalent to the one given. Its truth table is shown in (B II.-2).

| $P$ | $Q$ | $P \downarrow Q$ |
| :---: | :---: | :---: |
| 1 | 1 | 0 |
| 1 | 0 | 0 |
| 0 | 1 | 0 |
| 0 | 0 | 1 |

Table B.I.-2:
Its nearest English correspondent is neither ... nor. As an interesting exercise one can show that negation can be defined in terms of this connective, and then that disjunction can be defined in terms of negation and this connective. We have already proven (Chapter 6, Exercise 7) that the fiveconnective system can be reduced to one containing just $\vee$ and $\sim$. Therefore $\downarrow$ suffices alone for the five connectives

Similarly, there is another connective, written as $\mid$, which is called the "Sheffer stroke", whose by the truth table is as follows:

| $P$ | $Q$ | $P \mid Q$ |
| :---: | :---: | :---: |
| 1 | 1 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 0 | 0 | 1 |

Table B.I.-3:

## Appendix B-II

## Kleene's Three-valued Logic

The logic of statements and the predicate logic are two-valued, since there are but two truth values and every formula is either true or false. This is based on the assumption that the semantic assignments used in an interpretation are total functions. In some linguistic applications and especially in computational contexts, that assumption seems much too strong, since it requires that there is a clear semantic procedure which decides for any given $x$ whether $\llbracket \varphi(x) \rrbracket$ is true or false for any arbitrary $\varphi$. But if we allow a partial interpretation function of predicates, such a procedure may not always exist since its value on $\varphi(x)$ may be undefined for some $x$. Kleene developed a semantics for predicate logic with such partial functions which yield values true or false when defined, but which may also be undefined. Since it has certain linguistically useful aspects, we discuss it here briefly.

In case a partial function is undefined for an argument it may be because we lack information, or we may take it to mean that we disregard its value as it is does not matter to our interpretation. The following truth tables represent the strong Kleene semantics for the connectives, where 1 is 'true', 0 is 'false' and * means the truth value is undefined.

| $p$ | $\sim p$ | $p$ | $q$ | $p \& q$ | $p \vee q$ | $p \rightarrow q$ | $p \leftrightarrow q$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 |
| $*$ | $*$ | 1 | $*$ | $*$ | 1 | $*$ | $*$ |
|  |  | 0 | 1 | 0 | 1 | 1 | 0 |
|  |  | 0 | 0 | 0 | 0 | 1 | 1 |
|  |  | 0 | $*$ | 0 | $*$ | 1 | $*$ |
|  |  | $*$ | 1 | $*$ | 1 | 1 | $*$ |
|  |  | $*$ | 0 | 0 | $*$ | $*$ | $*$ |
|  |  | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |

From this table we can see that if sufficient information is available to verify or falsify a statement, the undefined part does not alter it But if the value of a part must be known to determine the value of a complex statement, the latter remains undefined until we know the value of its parts This means that the value of a complex statement may be determined even when we do not know the value of all of its parts For instance, as soon as we know that the antecedent of a conditional is false, we know that the conditional is true, irrespective of what the consequent may be Kleene's operations are monotonic in the sense that any valuation function preserves its initial assignments when the domain is extended and new objects are added to the interpretation of the partial predicates If we understand the undefined cases as arguments of which we have not yet determined the value, it is an unnatural consequence of these truth tables that a classical tautology such as $p \vee \sim p$ remains undefined until we know the value of $p$ There are ways to escape such consequences and preserve the classical tautologies and contradictions in a partial truth definition, but we cannot go into such systems here.

Three-valued logics have primarily been applied in linguistics in semantic theories of presuppositions There is a lively controversy surrounding the analysis of presupposition in philosophy and linguistics, which cannot be surveyed here. For illustration we define this notion in semantic terms:

Any statement $p$ is a presupposition of a statement $q$ iff if $p$ is not true (but false or undefined), $q$ is undefined.

The truth of a presupposition $p$ is in some sense an assertability condition for $q$. In our everyday use of natural language we rely uncommonly
often on such presuppositions. We use names to refer to people under the assumption that they exist; we use definite NPs like the students who passed their exams with the common understanding that we mean to say something about a particular non-empty set of students. We also presuppose that it is raining, when we say John knows it is raining or Jane does not regret that it is raining. Characteristic of presuppositions is that if $p$ is a presupposition of $q, p$ is also a presupposition of $\sim q$. This means that presuppositions are preserved under negation, and this is captured in the fact that * is preserved under negation according to the truth tables above. It is a major research question how the presuppositions of complex sentences are to be characterized in terms of the presuppositions of its component sentences and this is called the projection-problem of presuppositions. Kleene's system goes a long way, since it recognizes that the presuppositions of a complex sentence may not be just the sum of the presuppositions of its parts. Presuppositions of sentences may for example be cancelled in sentences of which they are a constituent. Consider for instance the conditional If there is a president of the U.S., the president is elected. This sentence contains two sentences (1) There is a president of the U.S and (2) The president is elected. (1) is a presupposition of (2), since if (1) is false, (2) must be undefined, because it does describe anyone in that case. The Kleene interpretation of the conditional captures this nicely, since $p \rightarrow q$ is true even when $q$ is undefined and $p$ is false. So the entire conditional sentence does not have (1) as presupposition. But Kleene's interpretation can be seen to lead to problems in the following sentence (3) If revolutions are unconstitutional, the president is elected. Now (1) does seem to be a presupposition of (3), since if (1) is false, the consequent of (3) is undefined and hence (3) must be undefined The antecedent may, however, very well be false, when (1) is false, since they are independent. If the antecedent is false, (3) is true. But if there is an assignment making (3) true and (1) false, (1) cannot be a presupposition of (3). This seems wrong and not in accordance with our intuitions. Generally speaking, in a conditional with a contingent antecedent whose truth value is independent of the presuppositions of its consequent, the presuppositions of the consequent are incorrectly cancelled in the Kleene interpretation of the connectives. There are ways to mend this problem, but none has yet found general acceptance. The suggested further reading for this chapter contains some main references to the literature on presuppositions.


## Zeview Exercises

1. Suppose that $P \longleftrightarrow Q$ is true, what is $P \vee \sim Q$ ?
(a) $p$
$\therefore \frac{q}{(p \& q) \vee r}$
(c) $\quad p \rightarrow(q \rightarrow \sim \sim r)$ $p \& \sim r$
$\therefore \sim q$
(e) $\quad p \&(q \rightarrow(r \vee \sim \sim s))$
$\therefore \frac{q}{p \&(s \vee r)}$
(f) $\sim(p \vee \sim q)$
$\therefore \frac{r \vee p}{q \& r}$

$$
\text { (g) } \begin{aligned}
& p \rightarrow q \\
& p \rightarrow(q \rightarrow r) \\
& q \rightarrow(r \rightarrow s) \\
\therefore & p \rightarrow s
\end{aligned}
$$

(h) $\quad r \rightarrow(p \vee s)$
$q \rightarrow(s \vee t)$
$\therefore \stackrel{\sim s}{(\sim p \& \sim t) \rightarrow(\sim r \&}$
(i) $p \rightarrow q$
$\therefore \frac{\sim q \& r}{\sim p}$
(k) $\quad p \leftrightarrow(\sim q \rightarrow r)$
$\therefore \quad \therefore \quad \sim r \& \sim(s \rightarrow q)$
(j) $p \vee q$
$\therefore \frac{r \& \sim p}{q}$
2. Prove:
3. Show that the following set of statements is inconsistent
(a) $r \&(p \vee q)$
(b) $\sim(p \& r)$
(c) $\sim(q \& r)$
4. Does conjunction distribute over conditionals? I.e., is $(p \& q) \rightarrow(p \& r)$ equivalent to $p \&(q \rightarrow r)$ ?
5. Translate the following expressions to predicate logic.
(a) All horses are quadrupeds, but some quadrupeds are not horses.
(b) Distinct utterances must have distinct phonemic transcriptions.
(c) Not all trees are deciduous
(d) Some politicians are honest men
(e) No ducks are amphibious
(f) Every cloud has a silver lining
(g) Only Rosicrucians experience complete happiness
(h) Everything I like is immoral, illegal or fattening
(i) I like anything that is immoral, illegal or fattening
(j) Everyone wants everyone to be rich
(k) Everyone wants to be rich
6. For each of the following formulas give an interpretation in a model which makes the formula false.
(a) $((\exists x) F(x) \&(\exists x) G(x)) \rightarrow(\exists x)(F(x) \& G(x))$
(b) $(\forall x)(\exists y)(\forall z) H(x, y, z) \rightarrow(\exists y)(\forall x)(\forall z) H(x, y, z)$
7. Formalize and prove with natural deduction
(a) All linemen for the Green Bay Packers weigh at least 200 pounds. Mathilda weighs less than 200 pounds. Therefore, Mathilda is not a lineman for the Green Bay Packers.
(b) All cabdrivers and headwaiters are surly and churlish Therefore, all cabdrivers are surly.
8. Construct Beth Tableaux for
(a) $[(\exists x) F(x) \rightarrow(\forall x) G(x)] \Longrightarrow(\forall x)(F(x) \rightarrow G(x))$
(b) $*(\forall x)(G(x) \&(\sim F(x) \vee H(x))) \Longrightarrow(\forall x)(G(x) \&(\exists x)(F(x) \rightarrow$ $(\forall x) H(x))$

## Part C

ALGEBRA


## Chapter 9

## Basic Concepts of Algebra

### 9.1 Definition of algebra

An algebra $\mathbf{A}$ is a set $A$ together with one or more operations $f_{i}$. We may represent an algebra by writing
$(9-1) \quad \mathbf{A}=\left\langle A, f_{1}, f_{2}, \ldots, f_{n}\right\rangle$
or by using particular symbols for the operations, such as
(9-2) $\quad \mathbf{A}=\langle A,+, \times\rangle$
The set $A$ may finite or infinite, and there may be either a finite or an infinite number of different operations. However, each operation must be finitary, i.e unary, binary, ternary .... Each $n$-ary operation must be a well-defined operation, i.e defined for all $n$-tuples of elements of $A$ and yielding a unique element of $A$ as a value for each $n$-tuple (cf. the mapping condition for functions in Section 23).

These requirements on the operations can be stated in the form of two axioms which each operation in an algebra must satisfy. For simplicity, the axioms are stated in terms of a binary operation 0 ; their generalization to arbitrary $n$-ary operations is straightforward.

Axiom 1. Closure: $A$ is closed under the operation 0 , i.e for any $a, b \in A$ there is an element $c \in A$ such that $a \circ b=c$.

Axiom 2. Uniqueness: If $a=a^{\prime}$ and $b=b^{\prime}$ then $a \circ b=a^{\prime} \circ b^{\prime}$.
Closure and uniqueness in appropriate sets are ordinarily considered the minimal requirements for well-behaved operations. Admitting partial operations in an algebra is common in universal algebra and category theory, which are beyond the introductory scope of this book. (See Goldblatt (1979), Grätzer (1971), MacLane and Birkhoff (1983) and for discussion in the context of Montague grammar especially Janssen (1983).) We shall not be concerned with operations that do not satisfy closure and uniqueness Various kinds of algebras can be obtained by adding further axioms to these two basic requirements. We will study a number of such algebras in this chapter.

We have already encountered many structures which are algebras in this sense. The syntax of the logic of statements, for instance, can be represented as an algebra based on the set of well-formed statements ( $S$ ) and the connectives as operations: $\mathbf{A}=\langle S, \sim, \&, \vee, \rightarrow, \leftrightarrow\rangle$. Similarly, the semantics of the logic of statements can be considered as an algebra, based on the set of truth values and the truth tables, interpreting the connectives as operations: $\mathbf{B}=\langle\{0,1\}, \sim, \&, V, \rightarrow, \leftrightarrow\rangle$, where the connectives are understood as operations on truth values, not as syntactic symbols. We will see below that there is an important connection between the syntactic algebra and the semantic algebra of such formal languages, which serve as models for the syntax and semantics of natural languages.

Definition 9.1 An algebra $\mathbf{B}$ is a subalgebra of an algebra $\mathbf{A}=$ $\left\langle A, f_{1}^{A}, f_{2}^{A}, \ldots, f_{n}^{A}\right\rangle$ if $\mathbf{B}$ satisfies the following conditions: $\mathbf{B}=\left\langle B, f_{1}^{B}, f_{2}^{B}, \ldots, f_{n}^{B}\right\rangle$, where
(i) $B \subseteq A$
(ii) For every $i, f_{i}^{B}=f_{i}^{A} \upharpoonright B$; ie., $f_{i}^{B}$ yields the same values as $f_{i}^{A}$ when restricted to elements of $B$
(iii) $B$ is closed under all operations $f_{i}^{B}$

### 9.2 Properties of operations

In Section 1.8 a number of properties of operations on sets were introduced. We repeat certain of these definitions here as properties of operations in
algebras for easy reference and add a number of properties of operations which are frequently encountered in algebraic operations

An operation $\circ$ from $A \times A$ to $B$ is associative if and only if for all $a, b, c$ in $A,(a \circ b) \circ c=a \circ(b \circ c)$. In an associative operation it is immaterial in what order repeated applications of it are made. Set-theoretic union and intersection and function composition are associative, as are logical conjunction and disjunction Examples of non-associative operations are set-theoretic difference and division of real numbers.

An operation $\circ$ from $A \times A$ to $B$ is commutative if and only if for all $a, b$ in $A, a \circ b=b \circ a$ Familiar commutative operations are logical conjunction and disjunction; set intersection and union; and addition and multiplication of real numbers Some non-commutative operations are subtraction, division and function composition

An operation $\circ$ from $A \times A$ to $B$ is idempotent if and only if for all $a$ in $A, a \circ a=a$. Set-theoretic union and intersection are idempotent, as are logical conjunction and disjunction. But most of the operations we have encountered are not: addition, multiplication, subtraction, division, relative complementation and function composition are not idempotent operations.

For two operations $o_{1}$ and $o_{2}$ both from $A \times A$ to $B, o_{1}$ distributes over $o_{2}$ if and only if for all $a, b, c$ in $A, a \circ_{1}\left(b \circ_{2} c\right)=\left(a \circ_{1} b\right) \circ_{2}\left(a \circ_{1} c\right)$. We have seen that set-theoretic union distributes over intersection and vice versa. But, although arithmetic multiplication distributes over addition $(a \times(b+c)=$ $(a \times b)+(a \times c))$, addition does not distribute over multiplication, since in general $a+(b \times c) \neq(a+b) \times(a+c)$.

### 9.3 Special elements

The next three notions are special properties which certain members of a set may have with respect to some operation defined on the set.

Given an operation $\circ$ from $A \times A$ to $B$, an element $e_{l}$ is a left identity element of $\circ$ if and only if for all $a$ in $A, e_{l} \circ a=a$. Similarly, $e_{r}$ in $A$ is a right identity element of $\circ$ if and only if for all $a$ in $A, a \circ e_{r}=a$. As we saw in Section 24, for a function $F: A \rightarrow B$, if the operation $\circ$ denotes function composition, then $i d_{B} \circ F=F$ and $F \circ i d_{A}=F$. Thus for the operation of composition of functions the identity functions $i d_{B}$ and $i d_{A}$ are respectively a left and right identity element. Subtraction defined on the set of integers and zero has a right identity element, namely zero itself, since
for all $n, n-0=n$. But there is no left identity element; i.e., there is no element $m$ in the set such that for all $n, m-n=n$

For commutative operations, every left identity element is also a right identity element, and vice versa. To see this, consider a left identity $e_{l}$. By definition $(\forall a \in A)\left(e_{l} \circ a=a\right)$. Because the operation is commutative, $e_{l} \circ a=$ $a \circ e_{l}=a$, for all $a \in A$, and so $e_{l}$ is also a right identity element. Similarly, every right identity is also a left identity for commutative operations. An element that is both a right and left identity element is called a two-sided identity or simply an identity element. While commutativity of an operation is a sufficient condition for every right or left identity to be two-sided, it is not a necessary condition; a two-sided identity may exist for some operations that are not commutative. An example of this is found in the operations of composition of functions defined on some set of functions $\mathbf{F}=\{F, G, H, \ldots\}$, each being a function in $A$ If $i d_{A}$ is one of these function, it is a two-sided identity, since for each $x \in F, i d_{A} \circ x=x \circ i d_{A}=x$, but the operation of composition of functions is not in general commutative. For addition the two-sided identity is 0 , but for arithmetic multiplication it is 1 , since for all $n, n+0=0+n=n$ and $n \times 1=1 \times n=n$. Given some collection of sets, the identity element for intersection is $U$, the universal set, and for union it is the empty set (verify!). Relative complementation has $\emptyset$ as a right identity but in general it has no left identity. It is provable that if for a given operation a two-sided identity exists, then this element is unique

Given an operation $\circ$ from $A \times A$ to $B$ with a two-sided identity element $e$, a given element $a$ in $A$ is said to have a right inverse $a_{r}$ if and only if $a \circ a_{r}=e$. A given element $a$ in $A$ is said to have a left inverse $a_{l}$ if and only if $a_{l} \circ a=e$. If $a^{-1}$ is both a left and a right inverse of $a$, ie. $a^{-1} \circ a=a \circ a^{-1}=e$, then $a^{-1}$ is called a two-sided inverse of $a$. When the term 'inverse' is used without further qualification, we mean that it is twosided. Note that inverses are always paired in the following way: $b$ is a right inverse of $a$ if and only if $a$ is a left inverse of $b$, since both statements follow from $a \circ b=e$. One should observe also that the question of the existence of an inverse can be raised with respect to each element in the set on which the operation is defined. In contrast, an identity element, if it exists, is defined for the operation as a whole. To illustrate, let addition be defined in the set $Z$ of all positive and negative integers and zero. As we have seen, 0 is the two-sided identity element for this operation. Consider now the number 3, and let us ask if it has an inverse in $Z$. Is there an element $z$ in $Z$ that when added to 3 yields 0 ? The number -3 is such an element, and, furthermore, it is both a right and a left inverse, since $3+(-3)=(-3)+3=0$. From this it
also follows that 3 is a two-sided inverse of -3 . For addition, every member of $Z$ has an inverse, since to each integer $z$, except 0 , there corresponds a negative integer $-z$, such that $z+(-z)=0$. The number 0 is its own inverse, since $0+0=0$.

Given an operation $\circ$ from $A \times A$ to $B$, an element $0_{l}$ is called a left zero of $\circ$ if and only if for all $a$ in $A, 0_{l} \circ a=0_{l}$ Similarly, $0_{r}$ is called a right zero of $\circ$ if and only if for all $a$ in $A, a \circ 0_{r}=0_{r}$. An element that is both a left and a right zero is called a two-sided zero, or simply a zero This terminology derives from the fact that the number zero functions as a zero element in arithmetic multiplication. There is no zero element for subtraction or division. The empty set is a zero element for set intersection and the universal set $U$ is the zero element for set union.

### 9.4 Maps and morphisms

Relations between algebras may be described by functions mapping one algebra in another; $F: \mathbf{A} \rightarrow \mathbf{B}$ Such a map is injective if some function $F: \mathbf{A} \rightarrow \mathbf{B}$ is one-to-one, i.e. $F(a)=F(b)$ implies $a=b, \quad F: \mathbf{A} \rightarrow \mathbf{B}$ is surjective (or onto) if $\{F(a) \mid a \in A\}=B$. And $F: \mathbf{A} \rightarrow \mathbf{B}$ is bijective if $F$ is both injective and surjective (or one-to-one and onto) A morphism is a mapping $F: \mathbf{A} \rightarrow \mathbf{B}$ conceived of dynamically as a transformation process of $\mathbf{A}$ into $\mathbf{B}$ If $\mathbf{A}=\left\langle A, f_{1}, \ldots, f_{n}\right\rangle$ and $\mathbf{B}=\left\langle B, g_{1}, \ldots, g_{n}\right\rangle$ then $\mathbf{A}$ and $\mathbf{B}$ are isomorphic if and only if there is a one-to-one correspondence between their operations (we will assume for simplicity that the correspondence is $f_{i} \leftrightarrow g_{i}$ ) and a one-to-one and onto function $\varphi$ mapping $A$ onto $B$ such that for all $x, y, z, \ldots$, in $A$ and all $i \leq n$

$$
g_{i}(\varphi(x), \varphi(y), \varphi(z), \ldots)=\varphi\left(f_{i}(x, y, z, .)\right)
$$

A homomorphism is a correspondence between algebras with all the properties of an isomorphism except that the mapping from $A$ to $B$ may be many-to-one; the set $B$ may be smaller than the set $A$.

An automorphism of an algebra $\mathbf{A}$ is an isomorphism of $\mathbf{A}$ with itself. The identity mapping ( $\varphi(x)=x)$ always provides an automorphism for any algebra (the "trivial" automorphism); the question generally asked of a given algebra is whether it has any other ("non-trivial") automorphisms.
For instance, let $\mathbf{A}=\langle S, \sim, \&, \vee, \rightarrow, \leftrightarrow\rangle$, and $\mathbf{B}=\langle\{0,1\}, \sim, \&, \vee, \rightarrow, \leftrightarrow\rangle$, as defined above in 9.1 .

Any assignment of truth-values to the statements in $S$ is a homomorphism $F: \mathbf{A} \rightarrow \mathbf{B}$. ie distinct statements $p, q$ may be mapped to the same truth-value, but

$$
\begin{aligned}
F(p \& q) & =F(p) \& F(q) \\
F(p \vee q) & =F(p) \vee F(q) \\
F(p \rightarrow q) & =F(p) \rightarrow F(q) \\
F(p \leftrightarrow q) & =F(p) \leftrightarrow F(q) \\
F(\sim p) & =\sim F(p)
\end{aligned}
$$

Construction of truth tables for complex statements can now be understood as based on the fact that, given an assignment to the atomic statements, the composition preserves the homomorphism from the syntactic algebra to the semantic one. This can be considered to be the algebraic counterpart of the Principle of Compositionality, often also espoused in one form or another for the syntax and semantics of natural languages. The principle requires the meaning of a complex expression to be a function of the meaning of its constituent parts and the way in which they are put together (See also Ch 13). Homomorphisms can, of course, relate semantic algebras, e g. by embedding a given interpretation into an extension of that interpretation. Extensive applications are made of these embeddings, for instance, in semantic theories based on dynamic interpretations and in Kripke semantics (see Ch 12).

A simple example of an algebra $A^{\prime}$ which is isomorphic to $A$ is a syntax of the statment logic which uses instead of $p, q, r$ etc for statements, a different alphabet, say the Greek letters $\phi, \psi, \chi$ etc, and possibly alternative symbols for the connectives If alphabetic variance is the only difference between two logical systems they are isomorphic from an algebraic point of view.

Throughout the remainder of this part of the book we will encounter more interesting mathematical examples of homomorphisms and isomorphisms.

Category theory, a relatively recent and flourishing development of algebra, studies properties of algebras that can be expressed in terms of morphisms. It provides a very abstract and universal perspective on the foundations of set theory, algebra and logic, in which cross-fertilization yields many new insights and results. The interested reader is referred to Goldblatt (1979) for an introduction.

## Exercises

1. Consider the operation of intersection defined on some arbitrary collection of sets
(a) Is there a two-sided identity element?
(b) Which sets have an inverse element?
2. Given an arbitrary collection of sets, what elements, if any, have inverses with respect to the operation of a) union and b) symmetric difference?
3. If for a given operation in an algebra a two-sided identity exists, it is unique Prove this for the operation of set-theoretic union.

## Chapter 10

## Operational Structures

### 10.1 Groups

A group $\mathbf{G}$ is an algebra which consists of a set $G$ and a single binary operation, which we will usually write as 0 , but which may sometimes be written + or $\times: \mathbf{G}=\langle G, \circ\rangle$. To be a group, $\mathbf{G}$ must satisfy the following conditions, the group axioms:
G1: $G$ is an algebra (i e .0 completely defined and $G$ closed under 0 ).
G2: $\circ$ is associative.
G3: $G$ contains an identity element.
G4: Each element in $G$ has an inverse element.

Note that a group operation does not have to be commutative. A group whose operation is commutative is a commutative or Abelian group.

We are already acquainted with some models of these group axioms.
a. The positive rational numbers with multiplication form a group: (G1) the product of any two positive rationals is a unique positive rational, (G2) multiplication is associative, (G3) 1 is the identity element, and (G4) every positive rational $p / q$ has an inverse $q / p$. Furthermore this group is Abelian since multiplication is commutative
b. The integers $\{0,1,2,3\}$ form a group with the operation of addition modulo 4. (The sum of $x$ and $y$ modulo 4 is the remainder after dividing $x+y$ by 4 ; e.g. $3+7=2$ (modulo 4$)$ ) The verification of this will be left to the reader.
c. The set of all even integers under addition forms a group, but the set of all odd integers does not, since it does not contain an identity element, and it is not closed under addition
d. The group of 'symmetries of the square' is an example of a different sort, since the elements of the set for this group are not numbers but the following rigid motions of a square:

R - a $90^{\circ}$ clockwise rotation about its center 0
$\mathrm{R}^{\prime}$ - a $180^{\circ}$ clockwise rotation about its center O
$\mathrm{R}^{\prime \prime}$ - a $270^{\circ}$ clockwise rotation about its center O
I - a $360^{\circ}$ clockwise rotation about its center $O$
H - a reflection in the horizontal axis through O (ie flipping the square about the horizontal axis)
V - a reflection in the vertical axis through $O$
D - a reflection in the diagonal in quadrant I and III
$D^{\prime}$ - a reflection in the diagonal in quadrants II and IV

The group operation is the successive performing or composition of any of these motions: e g. $R \circ R=R^{\prime}$. This group is not commutative, since, for instance, $R \circ H=D$ while $H \circ R=D^{\prime}$.

The best way to compute the products of this group is to cut out a square of paper and label its sides so that the manipulations can actually be performed. First consider the front of the square:


Figure 10-1.

Performing the operation defined as $R$ will give the orientation shown in Figure 10-2:


Figure 10-2.

Starting from the original orientation and performing $R^{\prime}$ gives the orientation shown in Figure 10-3; if we instead perform $R^{\prime \prime}$, the result is as shown in Figure 10-4.


Performing the operation $I$ from the original starting point of Figure $10-1$, or from any other configuration, does not change the orientation at all; in fact $I$ is the identity operation for the group. The simplest way to keep track of these operations is to label the front of the square as in Figure 10-5.


Figure 10-5.

At this point, the reader can verify such products as $R \circ R=R^{\prime}, R \circ R^{\prime}=$ $R^{\prime \prime}, R^{\prime} \circ R^{\prime}=I$.

To label the back of the square, perform each of the reflections, starting each time from the $I$ position, and label the side that comes out on top with the name of the operation. The relevant axes are as shown in Figure 10-6:


Figure 10-6.
The back of the square will then be labelled as in Figure 7, with $V$ labelling the back of the same side that $I$ labels on the front:


Figure 10-7
Then the rest of the products can be verified; e.g, $H \circ R^{\prime}=V, V \circ D=$ $R$. Note that when you have, for instance, performed $V$ and then want to perform $D$, you must find what is then the appropriate diagonal axis and reflect the square (i.e., turn it over) through that axis; the product is $R$, since the two operations in succession lead to the same orientation that $R$ leads to directly.

It is recommended that such a square actually be constructed since this example recurs in several subsequent illustrations and problems.

From the group axioms we can prove the following elementary theorems.

Theorem 10.1 In any group, the equations $x \circ a=b$ and $a \circ y=b$ have the unique solutions $x=b \circ a^{-1}$ and $y=a^{-1} \circ b$ respectively

Proof:

$$
\begin{aligned}
\left(b \circ a^{-1}\right) \circ a & =b \circ\left(a^{-1} \circ a\right) & & \text { associativity } \\
b \circ\left(a^{-1} \circ a\right) & =b \circ e & & \text { def inverse } \\
b \circ e & =b & & \text { def identity }
\end{aligned}
$$

Hence $\left(b \circ a^{-1}\right) \circ a=b$, so $x=b \circ a^{-1}$ is a solution of $x \circ a=b$. It is also the unique solution, since

$$
x=x \circ e=x \circ\left(a \circ a^{-1}\right)=(x \circ a) \circ a^{-1}
$$

So if $x \circ a=b$, substitute $b$ for ( $x \circ a$ ) in the last member of the equality above and observe that $x=b \circ a^{-1}$. Similarly for the unique solution $y=a^{-1} \circ b$ to $a \circ y=b$.

The theorem provides an answer to the following general question: Consider any two elements of a group, $a$ and $b$ (they need not be distinct); will it be possible to find in the group more elements $x$ such that $x \circ a=b$ ? The theorem says that there will always be exactly one such an element, namely whatever element is obtained by performing the operation on $b$ and the inverse of $a$.

The first part of the proof shows that $b \circ a^{-1}$ is indeed such an $x$, by putting $b \circ a^{-1}$ in for $x$ in the product $x \circ a$ and showing from the group axioms that the result must indeed be $b$. But this does not show that $b \circ a^{-1}$ is the only such $x$. The second part of the proof does this, in an indirect way. First it is established that for any element $x$ of a group, $x=(x \circ a) \circ a^{-1}$. Now consider an arbitrary element $x$ for which $x \circ a=b$. (We know already that there is at least one such element, but so far there could be more than one ) Then since $x=(x \circ a) \circ a^{-1}$ for any $x$, if we have an $x$ for which $x \circ a=b$, we see that for such an $x$ we can deduce $x=b \circ a^{-1}$; i.e., any solution of $x \circ a=b$ must be identical to the original solution, namely $b \circ a^{-1}$, which is to say that the solution is unique.

Corollary 10.1 A group has only one identity element.
Proof: By the group definition, there is at least one solution to $e \circ x=e$, i.e. $x=e$. By Theorem 10.1, this is the only solution.

Corollary 10.2 A group has only one inverse $a^{-1}$ for each element $a$
Proof: By the group definition, there is at least one solution $y=a^{-1}$ to $a \circ y=e$. By Theorem 101 , this solution is unique

Theorem 102 A group with 4 or fewer elements must be commutative.
Proof:
case (i): 1 element - trivial
case (ii): 2 distinct elements $e$ and $a$,

$$
e \circ a=a \circ e=a \text { (identity) }
$$

case (iii): 3 distinct elements $e, a$ and $b$,

$$
\begin{aligned}
& e \circ a=a \circ e=a \text { (identity) } \\
& e \circ b=b \circ e=b \text { (identity) }
\end{aligned}
$$

But $a \circ b \neq a$ because then $b$ would equal $e$; and $a \circ b \neq b$ bec ause then $a$ would equal $e$; hence $a \circ b=e$. Similarly for $b \circ a$ hence $a \circ b=b \circ a=e$.
case (iv): 4 distinct elements $e, a, b$ and $c$,

$$
e \circ a=a \circ e=a, e \circ b=b \circ e=b \text { and } e \circ c=c \circ e=c \text { (identity) }
$$

Consider any two non-identity elements, e.g. $a$ and $b$. The product $a \circ b$ cannot be either $a$ or $b$, as above. If $a \circ b=e$, then $b=a^{-1}$ and hence $b \circ a=e$ also. If $a \circ b=c$, then $b \circ a$ cannot be $a$ or $b$ (violation of uniqueness of identity element), or $e$; in the last case $b$ would be the inverse of $a$, so $a \circ b=e$, but we already have $a \circ b=c$. Hence $b \circ a=c$ also. In either case the group is commutative.

From the fact that the theorem only mentions up to 4 -member groups, it should not be inferred that groups with 5 or more members may be noncommutative. In fact, it is provable, but tedious, that all 5 -member groups must also be commutative. Groups with 6 or more members need not be commutative, however

The operation on a finite group is often given by a matrix. Rows and columns are labelled with members of the set. The value of $a \circ b$ is placed in the cell at the $a^{\text {th }}$ row and the $b^{\text {th }}$ column. Because of its similarity to
the multiplication table of the natural numbers less than 10 , such a matrix is generally referred to as a 'multiplication table'. Finding the value of $a \circ b$ is called 'multiplying $a$ by $b$ ' even when the operation bears no resemblance to the operation of multiplication A word of caution: when constructing an example of a finite group by its multiplication table, it is quite easy to check for closure, the identity element and inverses by direct inspection of the table. It is also straightforward to tell from the table whether a group is commutative or not, i.e the table is symmetric around the diagonal. But a group operation must also be associative, and there is no simple way to check associativity by inspection of the table; rather, one has to check each instance of the operation

### 10.2 Subgroups, semigroups and monoids

We define a subgroup $G^{\prime}$ as a subalgebra of $G$ which is itself a group We give the following examples of subgroups as illustration.
a. The group of even integers with addition is a proper subgroup of the group of all integers with addition
b. The group of all rotations of the square $\left\langle\left\{I, R, R^{\prime}, R^{\prime \prime}\right\}, 0\right\rangle$ where o is composition of operations as described above, is a subgroup of the group of all symmetries of the square as in Example (d) above.
c. The system $\left\langle\left\{I, R, R^{\prime}\right\}, 0\right\rangle$ is not a subgroup of the group of all symmetries of the square; it is not a group and it is not even a subalgebra of the original group, because the given set $\left\{I, R, R^{\prime}\right\}$ is not closed under the operation 0 .
d. The set of all non-negative integers with addition is a subalgebra of the group of all integers with addition, because the non-negative integers are closed under addition. But it is not a subgroup because it is not itself a group: it is associative, and has an identity element (0), but all of the members of the set except 0 lack inverses.

The order of any group $\mathbf{G}$ is the number of members in the set $G$. An important theorem of group theory states that the order of any subgroup exactly divides, i e without remainder, the order of the parent group. For instance, only subgroups of order 1,2 and 4 are possible for a 4 -member
group, these being the integral divisors of 4. The theorem does not guarantee that every subset having the proper number of members will give rise to a subgroup - only that if a subgroup exists, its order is a divisor of the order of the group. An immediate consequence of this theorem is that a group G of order 5 has only the trivial subgroups of order 1 (the identity element itself) and of order 5 (itself) as subgroup, since 5 has no other divisors.

A second theorem, of which we omit the proof since it uses notions that are not introduced here, states that if a group is finite, then all its non-empty subalgebras are also subgroups The practical consequence of this theorem is that in checking whether a given system is a subgroup of a finite group, one only needs to verify that the given subset is not empty and is closed under the group operation, i.e is a subalgebra. If these two conditions are met, there will necessarily be an identity element and inverses for each element. Example (b) above is such a case. Example (d) above shows the failure of a subalgebra to be a subgroup in an infinite case.

A third theorem about subgroups will be proven here.
Theorem 10.3 The intersection $\mathbf{G}^{\prime} \cap \mathbf{G}^{\prime \prime}$ of two subgroups $\mathbf{G}^{\prime}$ and $\mathbf{G}^{\prime \prime}$ of a group $\mathbf{G}$ is itself a subgroup of $\mathbf{G}$.

Proof:
(i) If $a, b$ are in $\mathbf{G}^{\prime} \cap \mathbf{G}^{\prime \prime}$, they must both be in both $\mathbf{G}^{\prime}$ and $\mathbf{G}^{\prime \prime} . \mathbf{G}^{\prime}$ and $\mathbf{G}^{\prime \prime}$ are groups, so $a \circ b$ is in both, hence $a \circ b$ is in $\mathbf{G}^{\prime} \cap \mathbf{G}^{\prime \prime}$.
(ii) If $\boldsymbol{a}$ is in $\mathbf{G}^{\prime} \cap \mathbf{G}^{\prime \prime}$, it is in both $\mathbf{G}^{\prime}$ and $\mathbf{G}^{\prime \prime}$. $\mathbf{G}^{\prime}$ and $\mathbf{G}^{\prime \prime}$ are groups, so $a^{-1}$ is in both, hence $\mathbf{G}^{\prime} \cap \mathbf{G}^{\prime \prime}$ must contain $a^{-1}{ }_{\text {. }}$
(iii) Since $\mathbf{G}^{\prime}$ and $\mathbf{G}^{\prime \prime}$ are groups, they both contain $e$; hence $\mathbf{G}^{\prime} \cap \mathbf{G}^{\prime \prime}$ must contain $e$.

There are some useful algebraic structures which are weaker than groups and satisfy only some of the group axioms.

A semigroup is defined as an algebra which consists of a set and a binary associative operation $(G 1+G 2)$. There need not be an identity element nor inverses for all the elements

A monoid is defined as a semigroup which has an identity element (G1, $G 2, G 3$ ). There need not be inverses for all the elements. An Abelian monoid is a monoid with a commutative operation.

Given these definitions, any group is a subgroup of itself, and a semigroup and a monoid as well Every monoid is a semigroup, but not vice versa. Here are some telling examples.
a. The set of all non-negative integers with addition is an Abelian monoid.
b. The set of all positive integers (excluding zero) with addition is a semigroup but not a monoid.

Since both ordinary addition and ordinary multiplication are associative, it can be deduced that addition and multiplication modulo any $n$ are also associative. Therefore any systern with addition or multiplication, either ordinary or modulo some $n$, is a semigroup if it is closed and is a monoid if it also contains the appropriate identity element 0 or 1 .
c. The set of all positive even integers with ordinary multiplication is a semigroup but not a monoid, since 1 is missing.
d. The set of all positive odd integers with ordinary multiplication is a monoid. (Closed since multiplication of odd integers yields only odd integers)
e. The set $\{0,1,2,3,4\}$ with multiplication modulo 5 is a monoid.
f The set of all multiples of 10 which are greater than 100, i.e.

$$
\{110,120,130, \ldots\}
$$

with ordinary addition is a semigroup, but not a monoid.
None of the above examples are groups; in each example, one or more elements lack inverses. Note that where multiplication (modulo $n$ ) is in volved no system which contains 0 can be a group, since 0 has no multiplicative inverse.

Submonoids are defined analogously to subgroups. M is a submonoid of the monoid $M^{\prime}$ iff $\mathbf{M}$ is a monoid and its identity element is the same as in $\mathrm{M}^{\prime}$. The stipulation that the identity elements must be the same is not necessary for subgroups, since there it is an automatic consequence. It is possible to find subsets of a monoid that themselves form monoids, however, but with different identity elements.

### 10.3 Integral domains

An integral domain D is an algebra consisting of a set $D$ and two binary operations called 'addition' and 'multiplication', written $a+b$ and $a \cdot b$, respectively; $\mathbf{D}=\langle D,+$,$\rangle , which satisfies the following axioms:$

D1: D is an algebra.
D2: The set $D$ with the operation + forms an Abelian group with identity 0

D3: The set $D$ with the operation forms an Abelian monoid with identity 1 , and $1 \neq 0$.
D4: (Cancellation Law) If $c \neq 0$ and $c \cdot a=c \quad b$, then $a=b$.
D5: (Distributive Law) For all $a, b, c$ in $D, a \cdot(b+c)=(a \cdot b)+\left(\begin{array}{ll}a & c\end{array}\right)$.

The assumption in D3 that $1 \neq 0$ eliminates the 'trivial' case of the set containing only 0 , which would otherwise be an integral domain under ordinary addition and multiplication. Axiom D4, which says that multiplication obeys the cancellation law except in the case of the additive identity 0 , in effect recaptures a great deal of the structure lost by not requiring multiplicative inverses In fact, whenever D is a finite set, Axiom D4 insures that every element except 0 has a multiplicative inverse

Note that the distributive law is not symmetric between and + ; it will not in general be true that $a+(b \cdot c)=(a+b)(a+c)$. Aside from the requirement that $1 \neq 0$, the distributive law is the only axiom which requires there to be some connection between the two operations. Because integral domains have two operations, we need to introduce some new notation for inverses. In a group, where there is only one operation, $a^{-1}$ unambiguously designated the inverse of $a$ with respect to the given operation. For integral domains, we will use $a^{-1}$ to designate the multiplicative inverse of $a$ (if it has one; since not all elements need have inverses, this notation can be used only where it can be shown that an inverse exists). We will introduce the notation $-a$ to stand for the additive inverse of $a$, which by D2 always exists. Thus by definition $-a$ is the element which when added to $a$ gives 0 . For all of the infinite models mentioned below, this notation corresponds to our ordinary use of the minus sign, but it would be advisable to regard that correspondence as accidental (although clearly it is not) and throughout this section simply read ' $-a$ ' as 'the additive inverse of $a$ '.

In integral domains, as in ordinary arithmetic, the minus sign is also used as a binary operator, corresponding to the operation of subtraction.

We can define $b-a$ as that element $x$ such that $x+a=b$ By Theorem 10.1 for groups the equation $x+a=b$ has the unique solution $b+(-a)$, so the operation $b-a$ is well defined. Thus the two uses of the minus sign are closely related We could also have defined subtraction first, and then define $-a$ as $0-a$ There is never any ambiguity, since subtraction is a binary operation, whereas the sign for the additive inverse is always prefixed to a single element

The standard model of an integral domain is the set of all integers, positive, negative and 0 , with ordinary addition and multiplication. Other examples of infinite integral domains are the set of all rational numbers and the set of real numbers, again with ordinary addition and multiplication. A less obvious model is the set of all rational numbers whose denominator is 1 or a power of 2 Still other models can be constructed. None of these sets form a group with multiplication, because there is no multiplicative inverse for 0 in any of them, i.e no number which when multiplied by 0 gives 1 . In the domain of the rationals or of the reals, 0 is the only element without a multiplicative inverse; in the domain of the integers, however, none of the elements except 1 itself has a multiplicative inverse.

In Section 85.5 , we introduced an axiomatic characterization of several types of orderings for sets in general. Here we will show a different approach to a linear or simple ordering which can be used only for integral domains, since it makes use of the notions of addition and multiplication. The relation $\leq$ as defined below is a simple linear ordering, although we will not prove that assertion here.

Not all integral domains can be ordered; thus the ordered integral domains are a much more restricted class of systems that the integral domains. More restricted still are the ordered integral domains whose positive elements (to be defined below) are well-ordered. These integral domains in fact turn out to be isomorphic to the set of all integers with ordinary addition and multiplication and, of course, to each other. For this reason, these notions of ordering are of central importance in characterizing axiomatically our ordinary system of arithmetic with integers

Definition 10.1 An integral domain $\mathbf{D}$ is said to be ordered by a relation $\leq$ if the following axioms hold:
(i) Addition law. For all $a, b, c$ and $d$ if $a \leq b$ and $c \leq d$, then $a+c \leq b+d$
(ii) Multiplication law. If $a \leq b$ and $0 \leq c$, then $a \cdot c \leq b \cdot c$
(iii) Law of trichotomy. For any $a$ and $b$, one and only one of the following holds: $a<b, a=b$, or $a>b$ (also called connectedness).

We have already shown that subtraction can be defined in any integral domain: $b-a$ is equal to $b+(-a)$. We now make use of subtraction to define the properties of being positive or negative for elements of ordered integral domains.

Definition 10.2 An element $a$ of an ordered integral domain is positive if and only if $a>0 ; a$ is negative if and only if $a<0$. The three basic axioms for the ordering relation < are reflected by three similar properties of positive elements:
( $i^{\prime}$ ) Addition. The sum of two positive elements is positive.
(ii') Multiplication. The product of two positive elements is positive.
(iii) Trichotomy. For any given element $a$, one and only one of the following holds: $a$ is positive, $a=0$ or $-a$ is positive

The proof of these is left to the reader.
As remarked above, not all integral domains can be ordered. Among the integral domains which can be ordered are the familiar infinite ones: the set of integers, or the set of all rational numbers, or the set of all real numbers, all with ordinary addition and multiplication and $\leq$ interpreted as 'less than or equal to' in the usual sense. If we add to the axioms for ordering a further axiom for well-ordering for positive elements only, we will have a formal system all of whose models turn out to be isomorphic to the integers with respect to addition, multiplication and $\leq$.

Definition 10.3 A subset $S$ of an ordered integral domain is well-ordered if each non-empty subset $S^{\prime}$ of $S$ contains a smallest element, i.e. an element $a$ such that $a<x$ for every $x$ in $S^{\prime}$.

The new axiom for well-orderings, which depends on the prior introduction of the axioms for orderings and on the definition of 'positive' already given, can be stated as follows:

Well-ordering axiom: The positive elements are well-ordered
To illustrate the use of the well-ordering principle, we prove that in any well-ordered integral domain, there is no element between 0 (the additive identity) and 1 (the multiplicative identity) For the standard model, namely the integers, the theorem may seem obvious, but it is not so obvious how to prove it from the axioms for the well-ordered integral domains

Theorem 10.4 There is no element between 0 and 1 in any well-ordered integral domain.

Proof: Assume, for a reductio ad absurdum proof, that there is at least one element $c$ with $0<c<1$, i.e. the class of such elements is not empty. By the well-ordering axiom, there is a least element $m$ in this class, and $0<m<1$, so $0<m$ and $0<(1-m)$. By the multiplication law for positive elements of an ordered integral domain, $0<m \cdot(1-m)$, i.e. $0<m-m^{2}$, so $m^{2}<m$. By the same axiom, $0<m \cdot m$, i.e $0<m^{2}$ Then by the transitivity of $<, 0<m^{2}<m<1$. The $m^{2}$ is another element in the class of elements between 0 and 1 , which is, moreover, smaller than $m$. But $m$ was by definition the minimum element in the class, (contradiction!). So there is no element between 0 and 1 .

Theorem 10.5 A set $S$ of positive integers which includes 1 , and which includes $n+1$ whenever it includes $n$, includes every positive integer.

Proof: We will prove by reductio ad absurdum that the set $S^{\prime}$, consisting of those positive integers not in $S$, is empty. Assume that $S^{\prime}$ is not empty, then it contains a least element $m$. But $m \neq 1$ by hypothesis. By Theorem 4 there is no positive integer smaller than 1 , so $m>1$. That means $m-1$ is positive Since $m$ is the smallest positive integer not in the set $S, m-1$ is in the set $S$, since $m-1<m$. Then, by hypothesis, $(m-1)+1$ is also in $S$, but $(m-1)+1=m$, so $m$ in in $S$. Contradiction!

We can now prove directly that Peano's fifth postulate (see Sections 8.4 and 85.7 ) holds for the positive integers.

Principle of Finite Induction. Associate with each positive integer $n$ a statement $P(n)$ which is either true or false If (i) $P(1)$ is true, and (ii) for all $k, P(k)$ implies $P(k+1)$, then $P(n)$ is true for all positive integers $n$.

Proof: The set of those integers $k$ for which $P(k)$ is true satisfies the hypothesis, and hence the conclusion of Theorem 10.5.

To illustrate the application of the principle of finite induction in proofs, we will use it to prove one of the laws of exponents in integral domains, for which we first need to give a definition

Definition 104 A positive power $a^{n}$ of $a$ in any integral domain $D$ is defined recursively by (i) $a^{1}=a$, (ii) $a^{n+1}=a^{n} \cdot a$.

Using this definition, we can prove by induction that in any integral domain $(a \cdot b)^{n}=a^{n} \cdot b^{n}$ for all $n$. First of all, we view the statement of the theorem as expressing a property of $n ; P(n)=(a \cdot b)^{n}=a^{n} b^{n}$. This is the first step in setting up any proof by induction, but it is often left implicit

The proof itself has two parts: first we prove $P(1)$, and then we prove that for arbitrary $k, P(k)$ implies $P(k+1)$.
(i) $\quad P(1):$

$$
\begin{aligned}
(a \cdot b)^{1} & =a \cdot b & & \text { by definition } \\
& =a^{1} b^{1} & & \text { by definition }
\end{aligned}
$$

(ii) $P(k) \rightarrow P(k+1)$ :

$$
\begin{array}{rlrl}
(a \cdot b)^{k} & =a^{k} \cdot b^{k} & & \text { cond. premise } \\
(a \cdot b)^{k+1} & =(a \cdot b)^{k} \cdot(a \cdot b) & & \text { by definition } \\
& =\left(a^{k} \cdot b^{k}\right) \cdot(a \cdot b) & & \text { cond premise } \\
& =a^{k} \cdot\left(b^{k} \cdot(a \cdot b)\right) & & \text { associativity } \\
& =a^{k} \cdot\left(\left(b^{k} \cdot a\right) \cdot b\right) & & \text { associativity } \\
& =a^{k} \cdot\left(\left(a \cdot b^{k}\right) \cdot b\right) & & \text { commutativity } \\
& =a^{k} \cdot\left(a \cdot\left(b^{k} \cdot b\right)\right) & & \text { associativity } \\
& =\left(a^{k} \cdot a\right) \cdot\left(b^{k} \cdot b\right) & & \text { associativity } \\
& =a^{k+1} \cdot b^{k+1} & & \text { by definition } \\
{\left[(a \cdot b)^{k}=a^{k} \cdot b^{k}\right] \rightarrow\left[(a \cdot b)^{k+1}=a^{k+1} \cdot b^{k+1}\right]} & & \text { cond proof }
\end{array}
$$

From (i) and (ii) it follows by the principle of finite induction that $P(n)$ is true for all positive integers $n$, i.e. that for all positive $n,(a \cdot b)^{n}=a^{n} \cdot b^{n}$.

We have introduced here the well-ordering principle, and hence induction, for the positive integers. An alternative approach is to state both the wellordering principle and induction for the non-negative integers, in which case the first step in an induction proof would be for the case of $n=0$. The two approaches are interdefinable.

### 10.4 Morphisms

Since the notions of homomorphism and isomorphism are defined for algebras in general, it is possible to define a morphism between algebras of different sorts, as long as they have the same number of operations. Here we give an example of a homomorphism between a monoid and a group, and then discuss some group isomorphisms and an isomorphism between two integral domains.

Consider the monoid $\mathbf{M}=\langle N,+\rangle$ consisting of all the non-negative integers with the operation of ordinary addition $\mathbf{M}$ is not a group because of the absence of inverses. Let the group $\mathbf{G}=\langle G=\{0,1,2,3,4\},+\bmod 5\rangle$. We can define a homomorphism from $\mathbf{M}$ to $\mathbf{G}$ by the function $F(n)$ which maps each non-negative integer in $N$ onto the element of $G$ which is congruent with it modulo 5 (Numbers which are congruent mod 5 leave the same remainder after division by 5 ) For example, $F(16)=1, F(23)=3, F(45)=0$, etc. The function $F$ establishes a homomorphism, since $F(x)+F(y)$ $((\bmod 5))=F(x+y)$. The kernel of a homomorphism $F$ is defined as the set of elements of the domain of $F$ which are mapped onto the identity element in the range of $F$ In this example, the kernel of the homomorphism $F: \mathbf{M} \rightarrow \mathbf{G}$ is the set of all non-negative multiples of $5:\{0,5,10,15, \ldots\}$.

The definition of isomorphisms for groups is a direct application of the definition of isomorphisms for algebras in general. Since a group has only one operation, we can say simply that an isomorphism between two groups $\mathbf{G}=\langle G, 0\rangle$ and $\mathbf{G}^{\prime}=\left\langle G^{\prime}, o^{\prime}\right\rangle$ is a one-to-one correspondence between their elements which preserves the group operation, which may be distinct operations in the two groups. I.e., if $a$ is mapped to $a^{\prime}$, and $b$ to $b^{\prime}$ and vice versa, then $a \circ b$ is mapped to $a^{\prime} o^{\prime} b^{\prime}$ and vice versa. Putting it more formally, an isomorphism between two groups $\mathbf{G}=\langle G, 0\rangle$ and $\mathbf{G}^{\prime}=\left\langle G^{\prime}, 0^{\prime}\right\rangle$ is a one-to-one correspondence $F: \mathbf{G} \rightarrow \mathbf{G}^{\prime}$ such that for all $x, y$ in $G$, $F(x) \circ^{\prime} F(y)=F(x \circ y)$. Here are two examples of such group isomorphisms.

Example 1: The group of integers $\{1,2,3,4\}$ under multiplication modulo 5 is isomorphic with the group of the integers $\{0,1,2,3\}$ under addition modulo 4 , with the correspondence

$$
1 \longleftrightarrow 0,2 \longleftrightarrow 1,3 \longleftrightarrow 3,4 \longleftrightarrow 2
$$

This is best illustrated by the group tables

| $+(\bmod 4)$ | 0 | 1 | 2 | 3 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 2 | 3 | $\times(\bmod 5)$ | 1 | 2 | 4 | 3 |
| 1 | 1 | 2 | 3 | 0 | 1 | 1 | 2 | 4 | 3 |
| 2 | 2 | 3 | 0 | 1 | 2 | 2 | 4 | 3 | 1 |
| 3 | 3 | 0 | 1 | 2 | 4 | 4 | 3 | 1 | 2 |
|  |  | 3 | 3 | 1 | 2 | 4 |  |  |  |

Example 2: The group of integers $\{0,1,2,3\}$ under addition modulo 4 is also isomorphic with the group of rotations of the square: let

$$
0 \longleftrightarrow I, 1 \longleftrightarrow R, 2 \longleftrightarrow R^{\prime}, 3 \longleftrightarrow R^{\prime \prime}
$$

We can prove that isomorphisms are equivalence relations on the set of all groups.

Theorem 10.6 The relation 'is isomorphic to' is a reflexive, symmetric and transitive relation between groups.

Proof: The reflexive property is trivial, since every group is isomorphic to itself by the identity mapping. As for the symmetric property, let $F$ be an isomorphic correspondence between $G$ and $G^{\prime}$. Since $F$ is one-to-one, it has an inverse $F^{-1}$ which is an isomorphism of $G^{\prime}$ onto $G$ Finally, if $F_{1}$ maps $G$ isomorphically onto $G^{\prime}$, and $F_{2}$ maps $G^{\prime}$ isomorphically onto $G^{\prime \prime}$, then the composition of $F_{2} \circ F_{1}$, the function whose value for a given argument $a$ is the value of $F_{2}$ applied to $F_{1}(a)$, is an isomorphism of $G$ with $G^{\prime \prime}$.

An isomorphism between two integral domains $\mathbf{D}$ and $\mathbf{D}^{\prime}$ is a one-to-one correspondence of the elements $a$ of $D$ with the elements $a^{\prime}$ of $D^{\prime}$, which satisfies for all elements $a, b$ in $D$ the conditions

1) $(a+b)^{\prime}=a^{\prime}+b^{\prime}$
2) $(a \cdot b)^{\prime}=a^{\prime} \cdot b^{\prime}$

For an example of an isomorphism between two integral domains, let us start from the following facts about reckoning with even and odd numbers.

$$
\begin{aligned}
& \text { even }+ \text { even }=\text { odd }+ \text { odd }=\text { even } \\
& \text { even }+ \text { odd }=\text { odd }+ \text { even }=\text { odd } \\
& \text { even } \cdot \text { even }=\text { even } \cdot \text { odd }=\text { odd } \cdot \text { even }=\text { even } \\
& \text { odd } \cdot \text { odd }=\text { odd }
\end{aligned}
$$

We can regard these identities as definitions of operations of 'addition' and 'multiplication' in a new algebra of the two elements 'even' and 'odd'. This algebra is isomorphic to the finite integral domain $\mathbf{I}_{\mathbf{2}}$ of integers modulo 2 , with ordinary addition and multiplication modulo 2 , under the correspondence even $\longleftrightarrow 0$ and odd $\longleftrightarrow 1$.

## Exercises

1. Show that the integers $0,1,2$, and 3 form a group with the operation of addition modulo 4 , ie. show that each of the four group axioms is satisfied. You need not give a full demonstration of associativity-just 2 or 3 examples.
2. Which of the following are groups?
(a) The integers $1,3,5,7,8$ under multiplication modulo 11 .
(b) The integers $1,3,4,5,9$ under multiplication modulo 11.
(c) The system described by the following multiplication table:

| $\circ$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :--- | :--- | :--- | :--- |
| $a$ | $a$ | $b$ | $c$ | $d$ |
| $b$ | $b$ | $a$ | $d$ | $c$ |
| $c$ | $c$ | $d$ | $a$ | $a$ |
| $d$ | $d$ | $c$ | $b$ | $b$ |

(d) The system described by the following table:

| $\circ$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| $a$ | $b$ | $d$ | $a$ | $c$ |
| $b$ | $d$ | $c$ | $b$ | $a$ |
| $c$ | $a$ | $b$ | $c$ | $d$ |
| $d$ | $c$ | $a$ | $d$ | $b$ |

(e) The set of all subsets of $S=\left\{x_{1}, x_{2}\right\}$ with the operation of set union.
(f) The same set $S$ as in (e) with the operation of set intersection.
(g) The set of rigid motions of a square $\left\{I, H, V, R^{\prime}\right\}$ and the operation of performing them successively.
(h) The set of rigid motions of a square $\{I, D, R\}$ and the operation of performing them successively.
3. (a) Draw the group operation table for the group of symmetries of the square $\left\{I, R, R^{\prime}, R^{\prime \prime}, H, V, D, D^{\prime}\right\}$
(b) There are three different subgroups having exactly four elements. Find them and draw their group operation tables
(c) There are five different subgroups having exactly two elements. Find them and draw their tables.
(d) Show which of the subgroups in (b) are isomorphic
(e) Show a non-trivial automorphism for one of the subgroups of (b)
(f) Show a homomorphism of one of the subgroups of (b) with one of the subgroups of (c).
4. Prove that the set consisting of the identity element alone is a subgroup for any group
5. (a) Does the set $\{1,2,3,4,5\}$ form a group with multiplication modulo 6? Justify your answer
(b) Show that the set $\{1,2,3,4,5,6\}$ forms a group with multiplication modulo 7 .
(c) Find three different proper subgroups of the group in (b).
(d) Find a set of integers which forms a group with addition modulo some $n$ which is isomorphic to the group in (b).
(e) Can you find a general condition on n which will identify all those $n$ 's for which the set $\{1,2, \ldots, n-1\}$ forms a group with multiplication modulo $n$ ? Prove your assertion if possible, otherwise explain why you think it is correct.
6. Prove that if $\mathbf{S}$ is a subgroup of $\mathbf{S}^{\prime}$ and $\mathbf{S}^{\prime}$ is a subgroup of $\mathbf{S}^{\prime \prime}$, then $\mathbf{S}$ is a subgroup of $\mathbf{S}^{\prime \prime}$.
7. (a) The set $R$ of all strictly positive rational numbers with multiplication forms a monoid which is also a group. Find a sub-monoid $R_{0}$ of $R$ such that $R_{0}$ is not a group.
(b) Is the set of all rational numbers with multiplication a semigroup? A monoid? A group?
8. Determine whether the set-theoretic operation 'symmetric difference' is commutative, associative and idempotent. Is there an identity element for this operation? What sets, if any, have inverses? Given the set
$A=\{a, b\}$ what sort of operational structure is formed by the powerset of $A$ with the operation of symmetric difference?
9. Let $A=\{a, b\}$ Show that $\langle\wp(A), \cup\rangle$ and $\langle\wp(A), \cap\rangle$ are both semigroups but not groups Find an isomorphism between them
10. (a) Prove that if $a, b$ and $c$ are any elements of an integral domain $\mathbf{D}$, then $a+b=a+c$ implies $b=c$. (Hint: make use of the fact that $a$ has an additive inverse.)
(b) Prove that for all $a$ in $D, a \circ 0=0 \circ a=0$. (Hint: Use $a+0=a$ and the distributive law to prove that $a \circ(a+0)=a \circ a$ and $a \circ(a+0)=$ $(a \circ a)+(a \circ 0)$. Note: $\circ$ is used here for 'multiplication'.)
(c) Justify each step in the following proof of $(-a) \circ(-b)=a \circ b$. (Note: $-a$ and $-b$ are names given to the additive inverses of $a$ and b)
(1) $[a \circ b+a \circ(-b)]+(-a) \circ(-b)=a \circ b+[a \circ(-b)+(-a) \circ(-b)]$
(2) $[a \circ b+a \circ(-b)]+(-a) \circ(-b)=a \circ b+[a+(-a)] \circ(-b)$

$$
\begin{equation*}
[a \circ b+a \circ(-b)]+(-a) \circ(-b)=a \circ b+0 \circ(-b) \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
[a \circ b+a \circ(-b)]+(-a) \circ(-b)=a \circ b \tag{4}
\end{equation*}
$$

(5) $[a \circ b+a \circ(-b)]+(-a) \circ(-b)=a \circ[b+(-b)]+(-a) \circ(-b)$
(6) $[a \circ b+a \circ(-b)]+(-a) \circ(-b)=a \circ 0+(-a) \circ(-b)$

$$
\begin{equation*}
[a \circ b+a \circ(-b)]+(-a) \circ(-b)=(-a) \circ(-b) \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
(-a) \circ(-b)=a \circ b \tag{8}
\end{equation*}
$$

11. Prove the law of transitivity for $<$ in an ordered integral domain, i.e for any $a, b$, and $c$, if $a<b$ and $b<c$ then $a<c$.
12. Using the definition of positive elements, deduce the three basic laws of positive elements, ( $\mathrm{i}^{\prime}$ ), ( $\mathrm{ii}^{\prime}$ ) and ( iii ') in Def 10.2, from the laws for $<$
13. The definition of any positive power $a^{n}$ of $a$ in any integral domain $\mathbf{D}$ is given by:

$$
\begin{aligned}
a^{1} & =a \\
a^{n+1} & =a^{n} \circ a
\end{aligned}
$$

(a) Prove by induction that $a^{m} \circ a^{n}=a^{m+n}$ in any integral domain. (Hint: Use induction on $n$; in the second part of the induction, assume that $a^{m} \circ a^{n}=a^{m+n}$ for all $m$ and for $n=k$ and prove that it must then hold for all $m$ and for $n=k+1$ ).
(b) Prove by induction that in any integral domain $\left(a^{m}\right)^{n}=\left(a^{n}\right)^{m}$. (Hint: You will probably want to make use of the theorem that $a^{n} \circ b^{n}=(a \circ b)^{n}$ which was proven in this chapter)

## Chapter 11

## Lattices

### 11.1 Posets, duality and diagrams

In the previous chapter we have seen that the arithmetical properties of elements of formal systems may be described in operational structures. Operations may serve to generate new elements from a given set of basic elements, and thus we may view an operational or an algebraic structure naturally as a syntactic system which generates elements in a formally precise way. The relation of this dynamic conception of such systems and the linguistic notion of a grammar which generates strings as elements of a natural or formal language will be explored in much more detail in Part E The present chapter is concerned with certain ordering relations between elements of systems or domains of objects and the order-theoretic or 'topological' properties of such ordered structures. We will see that the concepts introduced in this chapter provide a universal perspective on set theory and algebra in which important correlations between the two mathematical theories can be insightfully described Recently linguistic applications of lattices have been made primarily to semantic topics such as plural NPs, mass terms and events, using the ordering relations to structure the domains of an interpretation of a language. The potential usefulness in linguistics of syntactic applications of lattice theory is explored in research on feature systems, for instance In this chapter we will introduce lattice theory without paying attention to any particular linguistic applications or motivations.

In Chapter 3 we pointed out the set-theoretic importance of partial orderings on sets, i.e. sets of objects ordered by a reflexive, anti-symmetric and transitive relation Here we will call any partially ordered set $A$ together
with its ordering $\leq$, i.e $\langle A, \leq\rangle$, a poset, often writing just $A$ and tacitly assuming the intended partial ordering, which is widely accepted practice.

A poset which also satisfies the property of linearity (for all $a, b \in A$ : $a \leq b$ or $b \leq a$ ) is called a chain, or a fully or linearly ordered set Additional properties and operations may be defined on posets which constitute a stronger structure. Thus the real numbers form a poset, but also a chain, disregarding the arithmetical operations.

If $A$ is a poset and $a, b \in A$, then $a$ and $b$ are comparable elements or comparable objects if $a \leq b$ or $b \leq a$ If $a$ and $b$ are not comparable, they are incomparable, written as $a \| b$ In a chain there are of course no incomparable elements.

In an arbitrary poset $A$ we define an upper bound of $B \subseteq A$ as an element $a \in A$, if it exists, such that for all $b \in B, b \leq a$. An upper bound $a$ of $B$ is the least upper bound of $B$ (abbreviated to lub of $B$ ) or the supremum of $B$ (abbreviated to $\sup B$ ) if, for any upper bound $c$ of $B$, we have $a \leq c$. We often write $a=\bigvee B$, or $a=\sup B$, since by antisymmetry of the ordering relation we know that if $B$ has a least upper bound, this is a unique least upper bound

If $\langle A, \leq\rangle$ is a poset, then inversion of the partial ordering preserves the poset characteristics, i.e. writing $a \geq b$ for $b \leq a$ in the given poset we have defined a new poset $\langle A, \geq\rangle$. Verification of the three requirements on a partial order in this new poset $\langle A, \geq\rangle$ is straightforward: e.g., antisymmetry holds since if $a \geq b$ and $b \geq a$, the definition of $\geq$ gives us $b \leq a$ and $a \leq b$, and we know that in $\langle A, \leq\rangle$ in that case $a=b$ We call $\langle A, \geq\rangle$ the dual of $\langle A, \leq\rangle$, which is obviously a symmetric relation between posets. This notion will come in handy in proving statements about posets, since it allows us to replace all occurrences of $\leq$ in a true statement $S$ by $\geq$, thus obtaining the (equally true) dual $S^{\prime}$ of $S$, without actually carrying out the entire proof for the inverse of the partial ordering.

To appreciate the importance of this duality in posets, we define the dual of an upper bound of $B \subseteq A$, called a lower bound of $B \subseteq A$, as an element $a \in A$ such that for all $b \in B, b \geq a$ which is equivalent to $a \leq b$. A lower bound $a$ of $B$ is the greatest lower bound of $B$ (abbreviated to glb of $B$ ) or the infimum of $B($ abbreviated to $\inf B)$ if, for any lower bound $c$ of $B$ we have $a \geq c$. We write $a=\wedge B$, or $a=\inf B$. Supremum and infimum are thus duals; hence whatever we may prove about one of them holds also of the other. For instance, we proved above that if a subset $B$ in a poset has a supremum, it has a unique supremum, so we know by duality that the infimum of $B$, if its exists, is unique.

Partial orderings may be represented visually by so called Hasse diagrams The diagram of a poset $\langle A, \leq\rangle$ represents the elements or objects by 0 , and if the ordering relation holds between two elements, they are connected by a line, reflecting the order from bottom to top in the representation

For instance, writing out the ordering set-theoretically, let the poset $A=\{\langle 0,0\rangle,\langle 0, a\rangle,\langle 0, b\rangle,\langle 0,1\rangle,\langle a, a\rangle,\langle a, 1\rangle,\langle b, b\rangle,\langle b, 1\rangle,\langle 1,1\rangle\}$. Assuming reflexivity and transitivity of the connecting lines, we represent $A$ by the diagram in Figure 11-1 (cf the immediate successor diagrams of Section 3-5)


Figure 11-1: The diagram of a poset

$$
A=\langle\{0, a, b, 1\}, \leq\rangle
$$

We call a diagram planar or flat if it does not contain any intersecting lines, as in Figure 11-1. In general greater clarity of representation is obtained if the number of intersecting lines is kept as small as possible. From Figure 11-1 we can read off that $0 \leq 1$ since we assumed transitivity of the connecting lines, and also we generally know that $x \leq x$ for any arbitrary element $x$

We say that $a$ covers $b$ (or that $b$ is covered $b y a$ ) if $a>b$ and for no $c: a>c>b$ (Recall that $a<b$ means $a \leq b$ and $a \neq b$.) By induction on the length of chains, we may prove that the covering relation determines the partial ordering in a finte poset.

Diagrams usually represent finite posets, but infinite posets are sometime partially represented by diagrams and need further explanation in the text Note that the real and the rational numbers, despite their essential order-
theoretic differences, are represented by the same linear diagram, due to the 'poverty' of the covering relation which determines the diagram. Dualization of a given poset turns the diagram upside down, but preserves the connecting lines

Set-theoretic inclusion induces a natural partial order on the power set of a given set $A$, i.e, $\wp(A)$ is a poset. We represent this inclusion relation on the power set for the set $A=\{a, b, c\}$ in Figure 11-2.


Figure 11-2: The diagram of the poset $\wp(A)$ for $A=\{a, b, c\}$.

Intersecting lines may not define an element In Figure 11-3 a poset is represented in which all pairs of elements have an upper and lower bound, but these are not always unique. E.g., both $c$ and $d$ are upper bounds for $\{a, b\}$, but neither $c$ nor $d$ is a supremum for $\{a, b\}$.

### 11.2 Lattices, semilattices and sublattices

There is a special class of posets, called lattices, which have proven to be very important in the general study of a variety of mathematical theories including analysis, topology, logic, algebra and geometry. They have led to many


Figure 11-3: The diagram of a poset with non-unique upper and lower bounds
fruitful interactions and new results in various theories and to a productive development of universal algebra and more recently category theory. Linguistic applications of lattice theory are currently being developed in syntax and semantics

There are two ways of defining lattices, one from a given poset and the other, more in line with the group-theoretic definitions, by requiring properties on operations We present the two definitions in this order

A poset $\langle A, \leq\rangle$ is a lattice if $\sup \{a, b\}$ and $\inf \{a, b\}$ exist for all $a, b \in A$. We will introduce two new operations $a \wedge b=\inf \{a, b\}$, calling $a \wedge b$ the meet of $a$ and $b$, and $a \vee b=\sup \{a, b\}$, calling $a \vee b$ the join of $a$ and $b$. In lattices the operations of meet and join are always binary, i.e., we may view them dynamically as maps from $A \times A$ to $A$. This allows us to characterize a lattice as an algebra, ie as a non-empty set with two operations with certain algebraic properties. The four properties characteristic of lattice operations are:

| (L1) $a \wedge a=a, a \vee a=a$ | idempotent law |
| :--- | ---: |
| (L2) $a \wedge b=b \wedge a, a \vee b=b \vee a$ | commutative law |
| (L3) $(a \wedge b) \wedge c=a \wedge(b \wedge c)$ | associative laws |
| $(a \vee b) \vee c=a \vee(b \vee c)$ |  |

The important fourth property of lattice operations connects the two operations. Note first that if $a \leq b$, then $\inf \{a, b\}=a$, i e, $a \wedge b=a$, and
dually, if $a \geq b$, then $\sup \{a, b\}=a$, ie, $a \vee b=a$. Since $a \leq a \vee b$ by definition of $\sup \{a, b\}$, we let $a \vee b$ substitute for $b$ in the first equations to derive $a \wedge(a \vee b)=a$. Similarly, since $a \geq a \wedge b$ by definition of $\inf \{a, b\}$, we derive from the second equations $a \vee(a \wedge b)=a$. Thus we have the two absorption laws:

$$
\begin{aligned}
\text { (L4) } & a \wedge(a \vee b)=a \\
& a \vee(a \wedge b)=a
\end{aligned} \quad \text { absorption law }
$$

Any algebra with two binary operations that have these four properties (L1)-(L4) constitutes a lattice. It will often be very useful to view lattices as algebras, since all that we know about algebraic structures can readily be transferred to lattices. In fact, we often make use of the following theorem, provable from (L1)-(L4), about the connection between lattices represented as posets and lattices represented as algebras.

## Theorem 11.1

(i) Let the poset $\mathbf{A}=\langle A, \leq\rangle$ be a lattice. Set $a \wedge b=\inf \{a, b\}$ and $a \vee b=$ $\sup \{a, b\}$. Then the algebra $\mathbf{A}^{\mathrm{a}}=\langle A, \wedge, \vee\rangle$ is a lattice.
(ii) Let the algebra $\mathbf{A}=\langle A, \wedge, \vee\rangle$ be a lattice. Set $a \leq b$ iff $a \wedge b=a$. Then $\mathbf{A}^{\mathbf{p}}=\langle A, \leq\rangle$ is a poset and the poset $\mathbf{A}^{\mathbf{p}}$ is a lattice.
(iii) Let the poset $\mathbf{A}=\langle A, \leq\rangle$ be a lattice. Then $\left(\mathbf{A}^{\mathbf{a}}\right)^{\mathbf{p}}=\mathbf{A}$
(iv) Let the algebra $\mathbf{A}=\langle A, \wedge, \vee\rangle$ be a lattice. Then $\left(\mathbf{A}^{\mathbf{p}}\right)^{\mathbf{a}}=\mathbf{A}$.

Proof: (i) We leave it to the reader to verify that the meet and join operations as defined in (i) satisfy (L1)-(L4). Absorption becomes $a=\sup \{a, \inf \{a, b\}\}$, which is clearly true since $\inf \{a, b\} \leq a$.
(ii) From $a \wedge a=a$ follows $a \leq a$ (reflexive). If $a \leq b$ and $b \leq a$ then $a \wedge b=a$ and $b \wedge a=b$; hence $a=b$ (anti-symmetry). If $a \leq b$ and $b \leq c$ then $a \wedge b=a$ and $b \wedge c=b$, so $a=a \wedge b=a \wedge(b \wedge c)=(a \wedge b) \wedge c=a \wedge c$; hence $a \leq c$ (transitivity). I.e., $\leq$ is a partial order on $A$. To show that this poset is a lattice we verify existence of sup and inf for any $a, b$ in $A$. From $a=a \wedge(a \vee b)$ and $b=b \wedge(a \vee b)$ follows $a \leq a \vee b$ and $b \leq a \vee b$. So $a \vee b$ is an upper bound of both $a$ and $b$. We now want to show that it is a least upper bound, i.e, if for some $c, a \leq c$ and $b \leq c$, then $a \vee b \leq c$. Suppose
$a \leq c$ and $b \leq c$ then $a \vee c=(a \wedge c) \vee c=c$ and similarly for $b \vee c=c$, so $(a \vee c) \vee(b \vee c)=c \vee c=c$. Hence $(a \vee b) \vee c=c$. Absorption gives us $(a \vee b) \wedge c=(a \vee b) \wedge[(a \vee b) \vee c]=a \vee b$, i.e. $a \vee b \leq c$. Thus $a \vee b=\sup \{a, b\}$. Dual reasoning gives us $a \wedge b=\inf \{a, b\}$
(iii) and (iv) check to see that the orderings in $\left(\mathbf{A}^{\mathbf{a}}\right)^{\mathbf{p}}, \mathbf{A}$ and $\left(\mathbf{A}^{\mathbf{p}}\right)^{\mathbf{a}}$ are the same.

These facts guarantee a smooth transition between lattices as posets and as algebras. We may choose whatever perspective is most convenient for our purposes, while knowing that all results will be preserved when the same lattice is represented differently

Duality in lattices as algebras is simply obtained by exchanging the two operations in any statement about lattices.

Next we consider parts of the structure of a lattice and we will see that the algebraic definition and the order-theoretic definition of a lattice show some discrepancy concerning their substructures.

If $L$ is a lattice and $\mathbf{L}^{\prime}$ is a non-empty subset of $\mathbf{L}$ such that for every pair of elements $a, b$ in $\mathbf{L}^{\prime}$ both $a \wedge b$ and $a \vee b$ are in $L^{\prime}$ (where $\wedge$ and $\vee$ are the lattice operations of $\mathbf{L}$ ), then $\mathbf{L}^{\prime}$ with the same operations restricted to $\mathbf{L}^{\prime}$ is a sublattice of $\mathbf{L}$. If $\mathbf{L}^{\prime}$ is a sublattice of $\mathbf{L}$, then for any $a, b$ in $\mathbf{L}^{\prime}$ $a \leq b$ is in $\mathrm{L}^{\prime}$ iff $a \leq b$ is in L . But note that for a given lattice L there may be subsets which as posets are lattices, but which do not preserve the meets and joins of $L$, and hence are not sublattices of $L$. An example is given in Figure 11-4 where $\mathbf{L}=\langle\{a, b, c, d, e\}, \leq\rangle$ and $\mathbf{L}^{\prime}=\left\langle\{a, c, d, e\}, \leq^{\prime}\right\rangle$, which is a lattice as poset but which is not a sublattice of L , since in $\mathrm{L} c \vee d=b$ whereas in $\mathrm{L}^{\prime} \subset \vee d=a$

In the next section we will come to understand the reason for defining the sublattice notion algebraically, rather than on the poset representation of a lattice. For the present it suffices to note that the algebraic sublattice notion is stronger than the sub-poset which is also a lattice. It is important to realize that the above theorem about the equivalences between poset representation and algebraic representation of a lattice may break down once we have to consider parts of their structure. There are lattice-theoretic structures which are 'weaker' in the sense of representing just parts of a lattice with less of its structure. The following notions are special cases of sublattices called semilattices A poset is a join semilattice if sup $\{a, b\}$ exists for any elements $a, b$. Dually, a poset is a meet semilattice if $\inf \{a, b\}$ exists for any $a, b$. In a diagram, conventionally, a join semilattice is represented top-down, and a meet semilattice bottom-up. There are again equivalent


Figure 11-4: The sub-poset $\mathbf{L}^{\prime}=\{\{a, c, d, e\}, \leq\rangle$ is a lattice, and a subalgebra, but not a sublattice.
algebraic definitions: If $\langle A, 0\rangle$ is an algebra with one binary operation 0 , it is a semilattice if o is idempotent, commutative and associative. Theorem 11-1 for poset and algebraic representations of lattices holds with the appropriate modifications for both kinds of semilattices.

## Theorem 11.2

(i) Let the poset $\mathbf{A}=\langle A, \leq\rangle$ be a join semilattice Set $a \vee b=\sup \{a, b\}$. Then the algebra $\mathbf{A}^{\mathbf{a}}=\langle A, V\rangle$ is a semilattice.
(ii) Let the algebra $\mathbf{A}=\langle A, 0\rangle$ be a semilattice, Set $a \leq b$ iff $a \circ b=b$. Then $\mathbf{A}^{\mathbf{p}}=\langle A, \leq\rangle$ is a poset and the poset $\mathbf{A}^{\mathbf{p}}$ is a join semilattice.
(iii) Let the poset $\mathbf{A}=\langle A, \leq\rangle$ be a join semilattice Then $\left(\mathbf{A}^{\mathbf{a}}\right)^{\mathbf{p}}=\mathbf{A}$.
(iv) Let the algebra $\mathbf{A}=\langle A, V\rangle$ be a semilattice. Then $\left(\mathbf{A}^{\mathbf{p}}\right)^{\mathbf{a}}=\mathbf{A}$.

The proof is deferred to the exercises




Figure 11-5: A lattice with examples of join and meet semilattices.

### 11.3 Morphisms in lattices

Mappings from one lattice to another compare their structures, algebraically or order-theoretically,

Two lattices $\mathrm{L}_{1}=\left\langle L_{1}, \wedge, \vee\right\rangle$ and $\mathrm{L}_{2}=\left\langle L_{2}, \wedge, \vee\right\rangle$ are (algebraically) isomorphic if there is a bijection $F$ from $\mathrm{L}_{1}$ to $\mathrm{L}_{2}$ such that for every $a, b$ in $L_{1}$
(i) $F(a \vee b)=F(a) \vee F(b)$, and
(ii) $F(a \wedge b)=F(a) \wedge F(b)$

If two lattices are isomorphic, $F$ is called the lattice isomorphism. Note that $F^{-1}$ is also a lattice isomorphism, if $F$ is, and that if $F: \mathrm{L}_{1} \rightarrow \mathrm{~L}_{2}$ and $F^{\prime}: \mathrm{L}_{2} \longrightarrow \mathrm{~L}_{3}$ are lattice isomorphisms, then their composition $F^{\prime} \circ F$ : $\mathrm{L}_{1} \rightarrow \mathrm{~L}_{3}$ is also a lattice isomorphism.

Isomorphism of lattices as posets is defined by requiring the bijection to be order-preserving. If $\mathbf{P}_{1}=\left\langle P_{1}, \leq\right\rangle$ and $\mathbf{P}_{\mathbf{2}}=\left\langle P_{2}, \leq\right\rangle$ are two posets and $F: \mathbf{P}_{1} \rightarrow \mathbf{P}_{2}, F$ is called an order-preserving map if $F(a) \leq F(b)$ holds in $\mathrm{P}_{2}$ whenever $a \leq b$ holds in $\mathrm{P}_{1}$. Sometimes an order-preserving map is called a monotone or an isotone mapping.

Theorem 11.3 Two posets which are lattices $\mathrm{L}_{1}=\left\langle L_{1}, \leq\right\rangle$ and $\mathrm{L}_{2}=$ $\left\langle L_{2}, \leq\right\rangle$ are (order-theoretically) isomorphic iff there is a bijection

Proof: $(\Rightarrow)$ If $F: \mathbf{L}_{1} \rightarrow \mathbf{L}_{2}$ is an isomorphism and $a \leq b$ holds in $\mathrm{L}_{1}$ then $a=a \wedge b$, so $F(a)=F(a \wedge b)=F(a) \wedge F(b)$, therefore $F(a) \leq F(b)$, and $F$ is order-preserving Dually, the inverse of an order-preserving isomorphism is also order-preserving
$(\Longleftrightarrow)$ Let $F: \mathbf{L}_{1} \rightarrow \mathrm{~L}_{\mathbf{2}}$ and its inverse $F^{-1}$ be order-preserving If $a, b$ in $\mathrm{L}_{1}$ then $a \leq a \vee b$ and $b \leq a \vee b$, so $F(a) \leq F(a \vee b)$ and $F(b) \leq F(a \vee b)$, therefore $F(a) \vee F(b) \leq F(a \vee b)$. Suppose $F(a) \vee F(b) \leq c$, then $F(a) \leq c$ and $F(b) \leq c$, and then $a \leq F^{-1}(c)$ and $b \leq F^{-1}(c)$, so $(a \vee b) \leq F^{-1}(c)$ and therefore $F(a \vee b) \leq c$. It follows that $F(a) \vee F(b)=F(a \vee b)$ Dually, it is provable that $F(a) \wedge F(b)=F(a \wedge b)$.

The diagrams can represent such order-preserving mappings clearly. Fig. ure 11-6 shows an order-preserving bijection $F(a)=a, \ldots, F(d)=d$ from a lattice to a chain which is not an algebraic isomorphism.


Figure 11-6: An order-preserving bijection which is not an isomorphism

The following notions are weaker than isomorphisms, and often suffice to characterize the structural similarity between two domains, especially when the mappings are intended to represent information-preserving relations.

A homomorphism of the semilattice $\mathbf{S}_{1}=\left\langle S_{1}, 0\right\rangle$ into the semilattice $\mathbf{S}_{\mathbf{2}}=\left\langle S_{2}, \circ\right\rangle$ is a mapping $F: \mathbf{S}_{1} \rightarrow \mathbf{S}_{\mathbf{2}}$ such that $F(a \circ b)=F(a) \circ F(b)$. Since any lattice consists of a join and a meet semilattice, this homomorphism notion is split into a join homomorphism and a meet homomorphism.

A (full) lattice homomorphism is a map that is both a join and a meet homomorphism, i.e. a map $F$ such that $F(a \vee b)=F(a) \vee F(b)$ and $F(a \wedge b)=F(a) \wedge F(b)$.

Note that lattice homomorphisms and join and meet homomorphisms are order-preserving, but the converse is not generally true. In Figure 11-7 the three diagrams show the distinct notions; (11-7 I) is an order-preserving mapping that is neither a join nor a meet homomorphism (cf Figure 116), (11-7.2) a join homomorphism that is not a meet homomorphism and (11-7.3) a (full) lattice homomorphism.


Figure 11-7: An order-preserving mapping, a join homomorphism and a lattice homomorphism

Finally we define an embedding of a lattice $\mathrm{L}_{1}$ into a lattice $\mathrm{L}_{2}$ as an isomorphism $F$ from $L_{1}$ into a sublattice of $\mathrm{L}_{2}$. If such an embedding exists, $\mathrm{L}_{2}$ contains a copy or an image of $\mathrm{L}_{1}$ as sublattice. This notion will be useful in determining whether a given lattice has a special structure, as we will see below in Section 115

### 11.4 Filters and ideals

In a lattice we may construct various special subsets with nice properties based on their closure under the ordering relation and the operations.

An ideal $I$ of a lattice $L$ is a non-empty subset of $L$ such that both of the following hold:
(i) if $a \in I, b \in L$ and $b \leq a$, then $b \in I$
(ii) if $a, b \in I$, then $(a \vee b) \in I$

An ideal $I$ is proper if $I \neq L$ and $I$ is maximal if it is not contained in another proper ideal of $L$.

Dualizing these notions, we define a filter $F$ of a lattice L as a non-empty set of $L$ such that both of the following hold:
(i) if $a \in F, b \in L$ and $b \geq a$, then $b \in F$
(ii) if $a, b \in F$, then $(a \wedge b) \in F$

A filter is proper if $F \neq L$ and $F$ is maximal if it is not contained in another proper filter of $\mathbf{L}$. Maximal filters are often called ultrafilters.

The set of ideals and the set of filters of a lattice are closed under finite intersection, and under arbitrary intersection in case the intersection is not empty (proof is an easy exercise). This finite intersection property guarantees existence of the least ideal generated by any non-empty subset $X \subseteq L$, written as ( $X$ ]. If $X$ is a singleton $\{x\} \subseteq L$, then we often write ( $x\}$ and call this a principal ideal. (Dually, the filter $[X$ ) generated by $X \subseteq L$, etc).

If $L$ is a lattice and $I(L)$ the set of all ideals in $L$, then $I(L)$ is a poset with set inclusion and constitutes a lattice, called the ideal lattice. Together with the (provable) claim that any non-empty subset of $I(L)$ has a supremum, which makes $I(\mathbf{L})$ a complete lattice, we may prove that $\mathbf{L}$ can be embedded in $\mathrm{I}(\mathrm{L})$ by an embedding function $G(x)=(x]$. Sometimes the image of this embedding $G$ is called the ideal representation of a lattice (dually, filter representation). The proof appeals to a form of the axiom of choice but requires no ingenuity and can be found in any standard reference on lattices (e.g. Grätzer (1971))

To illustrate this notion of an ideal representation, consider the following simple lattice $\mathbf{L}=\langle\{a, b, c, d\}, \leq\rangle$ in Figure 11-8,
The set of all ideals in $\mathrm{L}, \mathrm{I}(\mathbf{L})$, consists of $\{a, b, c, d\},\{b, c, d\},\{b, d\},\{c, d\}$ and the principal ideal $\{d\}$. (Why is e g. $\{a, b, d\}$ not an ideal?) L can be embedded into $\mathbf{I}(\mathrm{L})$ by the following embedding function: $G: \mathrm{L} \rightarrow \mathrm{I}(\mathrm{L})$ such that

$$
\begin{aligned}
G(a) & =\{a, b, c, d\} \\
G(b) & =\{b, d\} \\
G(c) & =\{c, d\} \\
G(d) & =\{d\}
\end{aligned}
$$

The ideal representation of L is $\{\{a, b, c, d\},\{b, d\},\{c, d\},\{d\}\}$
The following notions provide 'bounds' to a lattice in a very general way. An element $a$ of a lattice L is join-irreducible if $a=b \vee c$ implies that $a=b$


Figure 11-8.
or $a=c$; dually, $a$ is meet-irreducible if $a=b \wedge c$ implies that $a=b$ or $a=c$. We call a lattice $\mathrm{L}=\langle L, \wedge, \vee, 0,1\rangle$ a bounded lattice if
(i) $\langle L, \wedge, V\rangle$ is a lattice
(ii) $x \wedge 0=0$ and $x \vee 1=1$, for any arbitrary element $x$.

These notions will again be useful in Chapter 12
The following is an important theorem establishing a connection between join homomorphisms and ideals.

Theorem $11.4 I$ is a proper ideal of the lattice L iff there is a join homomorphism $G$ from L on to the two element chain $\mathrm{C}=\langle\{0,1\}, \leq\rangle$ such that $I=G^{-1}(0)$, i.e $I=\{x \mid G(x)=0\}$.

Proof: $(\Longrightarrow) I$ is a proper ideal and let $G$ be defined by $G(x)=0$ if $x \in I$ and $G(x)=1$ if $x \notin I$, which obviously is a join homomorphism $(\Longleftarrow)$ If $G: \mathrm{L} \rightarrow \mathbb{C}$ is a join homomorphism and $I=G^{-1}(0)$, then for any $a, b \in I, G(a)=G(b)=0$. So $G(a \vee b)=G(a) \vee G(b)=0 \vee 0=0$, hence $(a \vee b) \in I$ If $a \in I$ and $x \in L$ with $x \leq a$, then $G(x) \leq G(a)=0$, ie $G(x)=0$, so $x \in I$. Furthermore, $G$ is onto, so $I \neq L$, ie $I$ is proper

Of course Theorem 11.4 may be dualized for proper filters.

### 11.5 Complemented, distributive and modular lat tices

In this section we will discuss some particularly well-known lattices which have additional properties and operations providing more structure.

In a bounded lattice L we call the least element $a$, i.e $a \leq b$ for any $b \in L$, the bottom or zero of $L$, conventionally writing it as 0 . Similarly, the greatest element in a bounded lattice is called the top or unit of L , conventionally written as 1 . A bounded lattice $\mathrm{L}=\langle L, \wedge, \vee, 0,1\rangle$ is said to be complemented if for each $a \in L$ there is a $b \in L$ such that

$$
\begin{aligned}
& \text { (C1) } a \vee b=1 \\
& \text { (C2) } a \wedge b=0
\end{aligned}
$$

and $b$ is called the complement of $a$. In general an element in a lattice may have more than one complement or none at all. A lattice $\mathbf{L}$ is relatively complemented if for any $a \leq b \leq \mathrm{c}$ in $L$ there exists $d$ in $L$ with

$$
\begin{aligned}
& (\mathrm{RC} 1) b \wedge d=a \\
& (\mathrm{RC} 2) b \vee d=c
\end{aligned}
$$

and $d$ is called the relative complement of $b$ in the interval $[a, c]$. A lattice $L$ is distributive if it satisfies either one of the distributive laws

$$
\begin{aligned}
& \text { (D1) } a \wedge(b \vee c)=(a \wedge b) \vee(a \wedge c) \\
& \text { (D2) } a \vee(b \wedge c)=(a \vee b) \wedge(a \vee c)
\end{aligned}
$$

Since (D1) entails (D2) and vice versa (see exercises), satisfaction of either one suffices for a lattice to be distributive

It is important to realize that any lattice already satisfies the two lattice inequalities

$$
\begin{aligned}
& \text { (LII) }[(a \wedge b) \vee(a \wedge c)] \leq[a \wedge(b \vee c)] \\
& \text { (LI2) }[a \vee(b \wedge c)] \leq[(a \vee b) \wedge(a \vee c)]
\end{aligned}
$$

Hence to check for distributivity of a lattice it suffices to check the inverses of these inequalities, which together entail (D1) and (D2)

A lattice L is modular if it satisfies the modular law

$$
\text { (M) } a \leq b \rightarrow[a \vee(b \wedge c)=b \wedge(a \vee c)]
$$

Again since any lattice satisfies $a \leq b \rightarrow[b \wedge(a \vee c) \leq a \vee(b \wedge c)]$ checking the inverse inequality suffices to demonstrate modularity in a lattice.

The following theorem is straightforward.
Theorem 11.5 Every distributive lattice is modular
Proof: If $a \leq b, a \vee b=b$ and use this in (D2).
Non-modularity and non-distributivity of a lattice can be verified by embedding two special five element lattices into it, represented by the diagrams NM (Non-Modularity) and ND (Non-Distributivity) in Figure 11-9. These results belong to the core of lattice theory, and are due respectively to Dedekind and to the founder of lattice theory, Birkhoff
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Figure 11-9: Diagrams for non-modularity and non-distributivity

Theorem 11.6 (Dedekind) L is non-modular iff diagram NM can be embedded into $L$

Proof: $(\Longleftrightarrow)$ In NM $a \leq b$, but it is not the case that $a \vee(b \wedge c)=b \wedge(a \vee c)$, so $L$ contains a copy of a non-modular lattice and hence cannot itself be modular.
$(\Longrightarrow)$ Suppose L does not satisfy the modular law, then we will construct a diagram isomorphic to NM as sublattice. For some $a, b, c$ in $L$ we have $a \leq b$, but $a \vee(b \wedge c)<b \wedge(a \vee c)$ Let $a_{1}=a \vee(b \wedge c)$ and $b_{1}=b \wedge(a \vee c)$.


$$
\begin{aligned}
\text { Then } c \wedge b_{1} & =c \wedge[b \wedge(a \vee c)] & & \\
& =[c \wedge(c \vee a)] \wedge b & & \text { commutative, associative laws } \\
& =c \wedge b & & \text { absorption } \\
\text { and } c \vee a_{1} & & =c \vee[a \vee(b \wedge c)] & \\
& =[c \vee(b \wedge c)] \vee a & & \text { commutative, associative laws } \\
& =c \vee a & & \text { absorption }
\end{aligned}
$$

Since $c \wedge b \leq a_{1} \leq b_{1}$ we have $c \wedge b \leq c \wedge a_{1} \leq c \wedge b_{1}=c \wedge b$, so $c \wedge a_{1}=c \wedge b_{1}=c \wedge b$ Similarly for $c \vee b_{1}=c \vee a_{1}=c \vee a$ It is easy to see that the above diagram is isomorphic to and hence a copy of NM

Theorem 11.7 (Birkhoff) $L$ is a non-distributive lattice iff ND can be embedded into $L$

Proof: $(\Longleftrightarrow) a \vee(b \wedge c)=(a \vee b) \wedge(a \vee c)$ does not hold in ND, so if ND can be embedded in $L$, it cannot be a distributive lattice
$(\Longrightarrow)$ Suppose $L$ is non-distributive, ie for some $a, b, c \in L,[(a \wedge b) \vee(a \wedge c)]<$ $[a \wedge(b \vee c)]$. Assume also that $L$ does not contain a copy of NM as sublattice, ie, $L$ is modular Define the following elements, in order to construct a sublattice in $L$ which is isomorphic to ND.

$$
\begin{aligned}
d & =(a \wedge b) \vee(a \wedge c) \vee(b \wedge c) \\
e & =(a \vee b) \wedge(a \vee c) \wedge(b \vee c) \\
a_{1} & =(a \wedge e) \vee d \\
b_{1} & =(b \wedge e) \vee d \\
c_{1} & =(c \wedge e) \vee d
\end{aligned}
$$

Now $d \leq a_{1}, b_{1}, c_{1} \leq e$


With absorption we derive from $(a \wedge e)=a \wedge(b \vee c)$, that

$$
a \wedge d=a \wedge((a \wedge b) \vee(a \wedge c) \vee(b \wedge c))
$$

Modularity allows exchanging $a$ and $(a \wedge b) \vee(a \wedge c)$

$$
\begin{aligned}
& =((a \wedge b) \vee(a \wedge c)) \vee(a \wedge(b \wedge c)) \\
& =(a \wedge b) \vee(a \wedge c)
\end{aligned}
$$

Now it follows that $d<e$ To show that the above diagram is a copy of ND in L, we prove $a_{1} \wedge b_{1}=a_{1} \wedge c_{1}=b_{1} \wedge c_{1}=d$ and $a_{1} \vee b_{1}=a_{1} \vee c_{1}=$ $b_{1} \vee c_{1}=d$

We prove this here for one case only, the others are similar.

$$
\begin{array}{rlrl}
a_{1} \wedge b_{1}= & ((a \wedge e) \vee d) \wedge((b \wedge e) \vee d) & & \\
& ((a \wedge e) \wedge((b \wedge e) \vee d) \vee d & & \text { modularity } \\
& ((a \wedge e) \wedge((b \vee d) \wedge e) \vee d & & \text { modularity } \\
& ((a \wedge e) \wedge e \wedge(b \vee d)) \vee d & & \text { comm. assoc } \\
& ((a \wedge e) \wedge(b \vee d)) \vee d & & \text { idempotent } \\
& (a \wedge(b \vee c) \wedge(b \vee(a \wedge c))) \vee d & \text { absorption } \\
& (a \wedge(b \vee b \vee c) \wedge a \wedge c))) \vee d & & \text { modularity } \\
& (a \wedge(b \vee(a \wedge c))) \vee d & & a \wedge c \leq b \vee c \\
& (a \wedge c) \vee(b \wedge a) \vee d & & \text { modularity }
\end{array}
$$

The following theorems indicate clearly the force of complementation in distributive lattices and correlate it to the weaker notion of relative complementation.

Theorem 11.8 In a distributive, complemented lattice each element $a$ has a unique complement $a^{*}$.

Proof: Suppose there were two complements $a^{\star}$ and $b^{\star}$ of $a$, then $a^{\star}=$ $a^{x} \wedge 1=a^{\times} \wedge\left(a \vee b^{*}\right)=\left(a^{*} \wedge a\right) \vee\left(a^{*} \wedge b^{x}\right)=0 \vee\left(a^{*} \wedge b^{*}\right)=a^{*} \wedge b^{x}$; similarly $b^{*}=a^{*} \wedge b^{*}$, so $a^{*}=b^{*}$.

Theorem 11.9 In a distributive lattice relative complements are unique, if they exist

Proof. Let L be a distributive lattice with $a \leq b \leq c$ in $\mathbf{L}$ If $d$ and $d^{\prime}$ were both relative complements of $b$ in the interval $[a, c$ ], then

$$
\begin{aligned}
d= & d \wedge c \\
& d \wedge\left(b \vee d^{\prime}\right) \\
& (d \wedge b) \vee\left(d \wedge d^{\prime}\right) \\
& \left(d \wedge d^{\prime}\right)
\end{aligned}
$$

Similarly, $d^{\prime}=\left(d \wedge d^{\prime}\right)$, so $d=d^{\prime}$.
Theorem 11.10 In a distributive lattice, if $a$ has a complement, then it has a relative complement in any interval containing it.

Proof: Take $b \leq a \leq c$ and let $d$ be the complement of $a$ and $x=(d \vee b) \wedge c$ the relative complement of $a$ in $[b, c]$. To prove $a \wedge x=b$ and $a \vee x=c$.

$$
\begin{gathered}
a \wedge x=a \wedge((d \vee b) \wedge c)=((a \wedge d) \vee(a \wedge b)) \wedge c=(0 \vee b) \wedge c=b, \\
a \vee x=a \vee((d \vee b) \wedge c)=(a \vee d \vee b) \wedge(a \vee c)=1 \wedge(a \vee c)=c
\end{gathered}
$$

Theorem 11.11 In a distributive lattice, if $a$ and $b$ have complements $a^{*}$ and $b^{*}$, respectively, then $a \wedge b$ and $a \vee b$ have complements $(a \wedge b)^{*}$ and $(a \vee b)^{*}$, respectively, and the de Morgan identities hold:
(i) $(a \wedge b)^{*}=a^{*} \vee b^{*}$
(ii) $(a \vee b)^{*}=a^{*} \wedge b^{*}$

Proof: By Theorem 11.8 we only need to prove (i) by verifying

$$
\begin{gathered}
(a \wedge b) \wedge\left(a^{*} \vee b^{\times}\right)=0 \text { and }(a \wedge b) \vee\left(a^{*} \vee b^{\times}\right)=1 \\
(a \wedge b) \wedge\left(a^{*} \vee b^{\times}\right)=\left(a \wedge b \wedge a^{\times}\right) \vee\left(a \wedge b \wedge b^{\times}\right)=0 \vee 0=0, \\
(a \wedge b) \vee\left(a^{*} \vee b^{\times}\right)=\left(a \vee a^{\times} \vee b^{\times}\right) \wedge\left(b \vee a^{\times} \vee b^{\times}\right)=1 \wedge 1=1
\end{gathered}
$$

The proof of (ii) is an exercise

## Exercises

1. Which of the posets in the diagrams of figures 11-1, 11-2 and 11-3 are lattices?
2. (i) Which of the following sets of sentences can be formally represented as posets (each name corresponds to an element):
(a) Alan is a descendant of Bob and Carol Carol is a descendant of David and Eliza. Bob is a descendant of Fred and Gladys
(b) as in (a) adding: Fred and Eliza are descendants of Henry and Isabella.
(c) as in (a) adding: Everyone is a descendant of Adam.
(d) David and Eliza, who told Fred about it, were told by Bob and Carol, after Alan told them both.
(e) Jane told Jim and Joseph, who either told Jenny directly or she heard from Julius who had heard from them.
(ii) Draw diagrams for the posets in (i) and indicate which are semilattices and/or lattices.
(iii) For the lattices in (i) compute all meets and joins
3. Describe the poset formed by the power set of a four-element set and draw its diagram. What corresponds to the set-theoretic operations in an algebraic representation of this lattice? Check whether they satisfy (L4).
4. Formulate and prove the dual of Theorem 11.2 for meet semilatices.
5. Draw a diagram for a meet homomorphism which is not a join homomorphism from a four-element lattice to a four-element chain and prove it does not represent a lattice homomorphism.
6. Prove that the distributive laws (D1) and (D2) are equivalent.
7. Prove that in a complemented distributive lattice $a=\left(a^{*}\right)^{*}$
8. Prove the second of the de Morgan identities of Theorem 11.11.
9. Supply the laws used for each of the proofs of Theorems 11.8-11 11

## Chapter 12

## Boolean and Heyting Algebras

### 12.1 Boolean algebras

In this chapter we discuss two well-known algebras as specially structured lattices and prove some of their properties as well as present some semantic interpretations of these structures.

A Boolean lattice $\mathrm{BL}=\langle L, \wedge, \vee, *, 0,1\rangle$ is a complemented distributive lattice. A Boolean algebra is a Boolean lattice in which 0,1 and $*$ (complementation) are also considered to be operations; i.e $\mathbf{B A}=\langle B, \wedge, \vee, *$, $0,1)$ where $\vee$ and $\wedge$ are the usual binary operations, $*$ is a unary operation and 0 and 1 are taken to be nullary operations, which simply pick out an element of $B$. For easy reference, we repeat and relabel the laws which a $\mathbf{B A}=\langle B, \wedge, \vee, *, 0,1\rangle$ obeys:
(B0) BA is an algebra
(B1) Associative Laws
(i) $a \wedge(b \wedge c)=(a \wedge b) \wedge c$
(ii) $a \vee(b \vee c)=(a \vee b) \vee c$
(B2) Commutative Laws
(i) $(a \wedge b)=(b \wedge a)$
(ii) $(a \vee b)=(b \vee a)$
(B3) Distributive Laws
(i) $a \wedge(b \vee c)=(a \wedge b) \vee(a \wedge c)$
(ii) $a \vee(b \wedge c)=(a \vee b) \wedge(a \vee c)$
(B4) Top and Bottom Laws
(i) $a \wedge 1=a$ and $a \wedge 0=0$
(ii) $a \vee 0=a$ and $a \vee 1=1$
(B5) Complementation Laws
(i) $a \wedge a *=0$
(ii) $a \vee a *=1$

Often in the literature a special two-element Boolean algebra, called BOOL or 2 is used to represent the two truth values 'false' and 'true' where $0<1$, $0=1 *$ and $1=0 *$

In a BA an element $a$ is called an atom when $a$ covers 0 . The dual notion is less frequently encountered, but defined as an element $a$ which covers 1 , called the dual atom. A BA is called an atomic BA when it contains an atom $a$ for each of its non-zero elements $x$ such that $a \leq x$. Any finite BA is atomic and an atomic BA may not be dually atomic.

We prove some central theorems about BA which illustrate their power and structural elegance.

Theorem 12.1 In a BA an element is join-irreducible iff it is an atom.
Proof: $(\Leftrightarrow)$ If $a$ is an atom then $a=b \vee c$ means that $b=a$ or $b=0$; if $b=0$ then $a=0 \vee c=c$; so $a$ is join-irreducible.
$(\Rightarrow)$ Suppose $a$ is not an atom or 0 , then $a>x>0$ for some element $x$. When $x<a, a=a \wedge 1=a \wedge(x \vee x *)=(a \wedge x) \vee(a \wedge x *)=x \vee(a \wedge x *)$. Since $a \wedge x * \leq a$ and $a \wedge x *=a$ would imply $x=a \wedge x=a \wedge x * \wedge x=0$, we know $a \wedge x *<a$, hence $a$ would be join-reducible.

The definitions of ideals and filters in a lattice given in Chapter 11 carry over directly to ideals and filters in BA, but note the additional fact that in a BA 0 is an element of every ideal and 1 is an element of every filter Due to the strong notion of complementation and the universal top and bottom element in any BA we have the following strong correlation between ideals and filters

Theorem 122 In any BA (i) for any $I \subseteq B, I$ is an ideal iff $I *$ is a filter; (ii) for any $F \subseteq B, F$ is a filter iff $F *$ is an ideal.

Proof: (i) Note that $0 \in I$ iff $1=0 * \in I *$ Take $a, b \in I$ then $a \vee b \in I$ iff $(a \vee b) *=a * \wedge b * \in I *$ If $a \in I$, we know $b \leq a$ iff $a * \leq b * ;$ so $b \in I$ iff $b * \in I *$. The proof of (ii) is obtained dually.

Theorem 123 If $F$ is a filter in a BA, then $F$ is an ultrafilter iff for each $b \in B$ either $b \in F$ or $b * \in F$

Proof. ( $\Leftrightarrow$ ) Suppose for any $b \in B$ either $b \in F$ or $b * \in F$ and take $F^{\prime}$ to be a filter which properly contains $F$, ie there is some $c \in F^{\prime}-F$. Since $c \notin F, c * \in F \subseteq F^{\prime}$ So $F^{\prime}$ is not proper Hence $F$ is a maximal proper filter, an ultrafilter.
$(\Rightarrow)$ Let $F$ be an ultrafilter and take $b \notin F$. Set $F^{\prime}=F \cup\{b\}$ which is not proper since $F$ is already maximal So $F \cup\{b\}$ does not have the finite intersection property and for some finite subset $X$ of $F, \inf (X) \wedge b=0$ So $\inf (X) \leq b * . \operatorname{Inf}(X)$ is in $F$ and hence $b * \in F$.

The following theorem is proven with a form of the axiom of choice, and shows the existence of a rich class of ultrafilters in any BA.

Theorem 12.4 (The Ultrafilter Theorem) Each filter in a BA can be extended to an ultrafilter.

Proof: Let F be the non-empty class of all filters in some BA, partially ordered by set-theoretic inclusion. We want to show that every chain in this ordering in $\mathbf{F}$ has an upper bound Let $C=\left\{C_{i}: i \in I\right\}$ be a chain in $\mathbf{F}$ and let $\mathbf{C}=\cup_{i \in I} C_{i}$. If $x, y \in \mathbf{C}$, then for some $i, j \in I, x \in C_{i}$ and $y \in C_{j}$, Since $C$ is a chain, either $C_{i} \leq C_{j}$ or $C_{j} \leq C_{i}$; take $C_{i} \leq C_{j}$ Then $x, y \in C_{j}$ and since $C_{j}$ is a filter $x \wedge y \in C_{j} \in \mathbf{C}$. If $b \in B$ and $x \leq b$ then $b \in C_{j} \in \mathbf{C}$. Since $0 \notin C_{i}$ for any $i \in I, 0 \notin \mathbf{C}$ So $\mathbf{C}$ is a filter, which is the upper bound for $C$ in $\mathbf{F}$. With a form of the axiom of choice (called Zorn's Lemma) we derive that for any filter F, BA must contain a maximal filter extending that filter.

There is an important connection between ultrafilters and homomorphisms, as indicated by the following theorem.

Theorem 125 Let $\mathbf{B A}_{1}$ and $\mathbf{B A}_{2}$ be two Boolean algebras and consider a homomorphism $F: \mathbf{B A}_{1} \rightarrow \mathbf{B A}_{2}$ If $U$ is an ultrafilter of $\mathbf{B A}_{\mathbf{2}}$, then $F^{-1}(U)$ is an ultrafilter of $\mathbf{B A}_{1}$
The proof of Theorem 12.5 is not given here, since it requires a number of algebraic concepts which have not been introduced.

### 12.2 Models of BA

The Boolean laws may already have reminded you of the properties of settheoretic operations, and, indeed, sets provide simple models of Boolean algebras Starting from any non-empty set $X$ a model for BA can be constructed as follows:

- Let $B$ be $\wp(X)$, the power set of $X$
- Let $\vee$ be set-theoretic union $\cup$
- Let $\wedge$ be set-theoretic intersection $\cap$
- Let $*$ be set-theoretic complementation ' relative to $X$
- Let $I$ be $X$
- Let 0 be $\emptyset$

We may verify that all Boolean laws are true under this interpretation.
(12-1) Let $X=\{a, b, c\}$ then $B=\{\{a, b, c\},\{a, b\},\{a, c\},\{b, c\},\{a\},\{b\}$, $\{c\}, \emptyset\}$. Union and intersection are as usual and the complements are: $\{a, b, c\} *=\emptyset,\{a, b\} *=\{c\},\{a, c\} *=\{b\}$ and $\{b, c\} *=\{a\}$.

Note that by starting from a set with $n$ elements, we construct a BA with $2^{n}$ elements. Thus for every positive power of 2 there is a Boolean algebra whose set has exactly that cardinality. It can be proven, although we will not do so, that every finite BA has a cardinality of $2^{n}$ for some positive $n$. In Section 3 we will prove that every finite model of BA is isomorphic to a particular set-theoretic model based on the construction described above. Thus this family of models is particularly important. For infinite models the situation is not so simple. Every infinite set leads to a model for BA by the given construction, but not every infinite BA is isomorphic to one of these models There are, for instance, Boolean algebras of cardinality $\aleph_{0}$, but $\aleph_{0}$ is not the cardinality of the power of any set, as we know from Cantor's Theorem (see Section 4 4).

We can also show that the logic of statements familiar from Part B constitutes a model of BA. Let $L$ be the logical language whose syntax was defined in Section 21 , and $S$ be the set of statements generated by its syntactic rules For $s$ and $s^{\prime} \in S$ we write $s \sim s^{\prime}$ when $s$ and $s^{\prime}$ are provably
logically equivalent in this logic of statements Now $\sim$ is an equivalence relation on $S$ For each $s \in S$ we define the equivalence class

$$
\llbracket s \rrbracket=\left\{s^{\prime} \in S \mid s \sim s^{\prime}\right\}
$$

Let $B$ be the set of all such equivalence classes of logically equivalent statements. Define a partial ordering on $B$ by

$$
\llbracket s \rrbracket \leq \llbracket s^{\prime} \rrbracket \text { iff }\left(s \rightarrow s^{\prime}\right) \text { is valid }
$$

Then $\langle B, \leq\rangle$ is a Boolean algebra called the Lindenbaum algebra of L . The Boolean operations on $B$ are defined by

$$
\llbracket s \rrbracket \wedge \llbracket s^{\prime} \rrbracket=\llbracket s \& s^{\prime} \rrbracket, \llbracket s \rrbracket \vee \llbracket s^{\prime} \rrbracket=\llbracket s \vee s^{\prime} \rrbracket, \llbracket s \rrbracket *=\llbracket \sim s \rrbracket .
$$

Top and bottom are then respectively

$$
\begin{aligned}
& 1=\llbracket s \rrbracket \text { for any tautology } s \\
& 0=\llbracket s \rrbracket \text { for any contradiction } s
\end{aligned}
$$

An ultrafilter in the Lindenbaum algebra of L can be identified with a maximally consistent set of statements, which would constitute the first step in proving the completeness of $\mathbf{L}$ through its ultrafilter representation Such topics belong to more advanced model theory and are beyond the scope of this book (Reference: Bell and Machover (1977)).

### 12.3 Representation by sets

The first example we gave of a model of BA was the power set algebra of a set. In this section we show that each Boolean algebra is isomorphic to a subalgebra of a power set algebra, or, in other words, each Boolean algebra may be reprsented as a subalgebra of a power set algebra. This important theorem is due to M.F. Stone and is called Stone Representation. We first need to define two new notions:

## Definition 121

(1) A ring of sets is a family of subsets of a set $X$ which contains for any two subsets $A$ and $B$ of $X$ als $A \cup B$ and $A \cap B$.
(2) A field of sets is a ring of sets which contains $X$ and the empty set $\emptyset$ and the complement $A^{\prime}$ of any subset $A \subseteq X$.

From these definitions it is easy to see that a field of subsets of $X$ is a Boolean subalgebra of the Boolean power set algebra of $X$, but that a ring of subsets is a sublattice of the power set algebra of $X$, considered as a distributive lattice. We will prove that any finite distributive lattice is isomorphic with a ring of sets and that any finite Boolean algebra is isomorphic with the field of all subsets of some finite set. (The proof follows essentially Birkhof and MacLane, 377-380).

From Section 12.1 we need Theorem 12.1 and we define a set $S(a)=\{\boldsymbol{x} \mid$ $x \leq a$ and $x$ covers 0$\}$ of join-irreducible elements $x$ for an element $a$ in any finite lattice $\mathbf{L}$. Consider the mapping $F$ which assigns each element $a$ its $S(a)$.

Lemma 121 In any finite lattice $\mathrm{L}, F$ carries meets in $L$ into set-theoretic intersections: $S(a \wedge b)=S(a) \cap S(b)$

Proof: By definition of $a \wedge b$ we know that for any join-irreducible element $x, x \leq a \wedge b$ iff $x \leq a$ and $x \leq b$.

Lemma 12.2 In any finite distributive lattice $\mathrm{L}, F$ carries joins in $L$ into set-theoretic unions: $S(a \vee b)=S(a) \cup S(b)$.

Proof: Take any join-irreducible $x$, then $x$ is contained in $a \vee b$ iff $x=$ $x \wedge(a \vee b)=(x \wedge a) \vee(x \wedge b)$. Now $x \wedge a=x$ or $x \wedge b=x$. So $(a \vee b)$ contains $x$ iff $S(a)$ contains $x$ or $S(b)$ contains $x$. The converse is obvious in any lattice

These two lemmas show that $F$ is a homomorphism from $L$ onto a ring of subsets of the set $X$ of join-irreducible elements of $L$. Together with the result of Exercise 3 at the end of this chapter we know that $F$ is also a one-to-one onto homomorphism. So we know

Theorem 12.6 Any finite distributive lattice is isomorphic with a ring of sets.

In the case of a finite Boolean algebra we know from Theorem 12.1 that each element $a$ is the join of the atoms $x \leq a$. With the above two lemmas we know

$$
\begin{aligned}
& S(a) \cap S\left(a^{\prime}\right)=S(a \wedge a *)=S(0)=0 \\
& S(a) \cup S\left(a^{\prime}\right)=S(a \vee a *)=S(1)=J
\end{aligned}
$$

where $J$ is the set of all join-irreducible element of $L$. So $[S(a)] *=S\left(a^{\prime}\right)$ and $F$ as defined above is an isomorphism from any Boolean algebra to a field of subsets of join-irreducible elements of $L$. We still need to prove that this field contains all sets of join-irreducible elements of $L$.

Theorem 127 Any finite Boolean algebra is isomorphic with the Boolean algebra of all sets of its join-irreducible elements

Proof: We need to prove that for any two distinct sets of join-irreducible elements of $L$ the joins of each set are distinct. The claim that the join of all elements in such a set contains all the join-irreducible elements of that set and nothing else follows from

Lemma 12.3 If $A$ is a set of join-irreducible elements, and there is some join-irreducible element a such that $a \leq \bigvee\{x \mid x \in A\}$, then $a \in A$.

Proof: $a=a \wedge \bigvee\{x \mid x \in A\}=\bigvee(a \wedge x)$ and since $a$ is join-irreducible for some such $x \in A, a \wedge x=a$, so $0<x \leq a$. But then $a=x$.

The significance of Stone Representations for representing information and structuring models for the semantic interpretation of natural language is discussed in Landman (1986). The mathematical import of Boolean algebras can be illustrated further by relating them to certain topological structures and so called Boolean spaces, but the interested reader should consult the exposition of such topics in Grätzer (1971) or Bell and Machover (1977)

### 12.4 Heyting algebra

Besides Boolean lattices and algebras which are used to represent such log. ical systems as the classical logic of Part B, there are other, weaker lattice theoretic structures and corresponding algebras which represent constructive reasoning based on a stricter notion of proof by rejecting any use of reductio arguments. In the semantics of natural language attention has recently been
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refocused on theories of meaning based on verification/falsification conditions, or more generally, assertability conditions, which subsume the classical truth conditions and analyze the informative content of an expression in the context of use. Although an account of the philosophical and mathematical foundations of such constructivist logics and their potential linguistic applications is outside the scope of this book, it is useful to present some of the basic syntactic and semantic concepts to develop an initial understanding of more epistemically flavored formal systems. We need to define one additional lattice-theoretic notion.

In a lattice $\mathbf{L}$ the (relative) pseudo-complement of an element $a$ relative to $b$ is the greatest element c in $L$ such that $a \wedge c \leq b$. Note that this pseudocomplementation involves only the meet operation It is easy to see that $c$ is the pseudo-complement of $a$ relative to $b$ precisely when
(12-2) for all $x$ in $L, x \leq c$ iff $a \wedge x \leq b$
e.g., in the power set lattice with the inclusion ordering, $\langle\wp(A), \leq\rangle$, for any sets $X, Y \in \wp(A), \quad X^{\prime}-Y$ is the pseudo-complement of $X$ relative to $Y$. (See Fig. 12-1.) In general, we write $a \Rightarrow b$ for the pseudo-complement of $a$ relative to $b$, and we say that a lattice $\mathbf{L}$ is relatively pseudo-complemented iff $a \Rightarrow b$ exists for every $a$ and $b$ in $L$.

A relatively pseudo-complemented lattice $\langle H, \wedge, \vee\rangle$ is called a Heyting lattice (or a pseudo-Boolean lattice) if it contains a bottom element 0 . Define
$a *$ by setting $a *=a \Rightarrow 0$ and note that $a *$ is the lub of $\{x \mid a \wedge x=0\}$, i.e. $a *$ is the pseudo-complement of $a$ (relative to 0 ). The dual of a Heyting lattice is called a Brouwerian lattice, which is studied in McKinsey and Tarski (1946).

Correspondingly, an algebra $\langle H, \wedge, \vee, \Rightarrow, 0,1\rangle$ is a Heyting algebra (HA) and it has the following properties:
$(\mathrm{H} 1)\langle H, \wedge, \vee\rangle$ is a distributive lattice
(H2) $a \wedge 0=0$ and $a \vee 1=1$
(H3) $a \Rightarrow a=1$
(H4) $(a \Rightarrow b) \wedge b=b ; a \wedge(a \Rightarrow b)=a \wedge b$
Theorem 12.8 A Heyting lattice is distributive.
Proof: In every lattice, $b \leq b \vee c$ and $c \leq b \vee c$, so $a \wedge b \leq a \wedge(b \vee c)$ and $a \wedge c \leq a \wedge(b \vee c)$. Hence $(a \wedge b) \vee(a \wedge c) \leq a \wedge(b \vee c)$. We know $a \wedge b \leq(a \wedge b) \vee(a \wedge c)$, so in a Heyting lattice if $b \leq a$, then $b \leq(a \wedge b) \vee(a \wedge c)$ and if $c \leq a$, then $c \leq(a \wedge b) \vee(a \wedge c)$ So if $b \vee c \leq a$ then $(b \vee c) \leq(a \wedge b) \vee(a \wedge c)$, thus $a \wedge(b \vee c) \leq(a \wedge b) \vee(a \wedge c)$, i.e., $a \wedge(b \vee c)=(a \wedge b) \vee(a \wedge c)$.

The notion of a filter in a Heyting lattice can be characterized as follows:
Theorem 12.9 A subset $F \subseteq H$ is a filter of a Heyting lattice $H$ iff (i) $F$ contains 1 and (ii) if $a \in F$ and $a \Rightarrow b$ then $b \in F$.

Proof. ( $\Leftrightarrow$ ) Suppose $1 \in F$ and since in a relatively pseudo-complemented lattice $a \leq b \Rightarrow(a \wedge b)$, we have $a \Rightarrow(b \Rightarrow(a \wedge b))=1$. If $a, b \in F$ then $b \Rightarrow(a \wedge b) \in F$ and $a \wedge b \in F$. If $a \in F$ and $a \leq b$ then $a \Rightarrow b=1 \in F$, so $b \in F$. This proves $F$ is a filter.
$(\Rightarrow)$ Suppose $F$ is a filter, then $1 \in F$. If $a \in F$ and $a \Rightarrow b \in F$ then $a \wedge b=a \wedge(a \Rightarrow b) \in F$, since $a \wedge(a \Rightarrow b) \leq b$ (by substituting $a \Rightarrow b$ for $c$ in the definition of a relatively pseudo-complemented lattice) and $b \leq a \Rightarrow b$. So $b \in F$.

The notion of a filter in a Heyting lattice is used to capture closure of a set of statements under their implications, as we will see in the following section on the semantics of Heyting algebras. We can define a pre-ordering (reflexive and transitive) on the elements of a filter in a Heyting lattice by

$$
a \leq_{F} b \text { iff }(a \Rightarrow b) \in F
$$

Logically equivalent statements $a \sim b$ for which $a \leq_{F} b$ and $b \leq_{F} a$ form again an equivalence class determined by the filter $F$. A lattice ordering may be defined on elements of such an equivalence class by $|a| \leq|b|$ iff $(a \Rightarrow b) \in F$ and it is provable that the lattice obtained from this ordering is also relatively pseudo complemented Details can be found in Rasiowa and Sikorski (1970), among others.

### 12.5 Kripke semantics

In 1965 Saul Kripke published a semantic interpretation of intuitionistic logic based on Heyting algebras as a corollary of his semantics for modal logics (see Chapter 15). Because some fruitful notions for a theory of meaning for natural language based on information conditions may be related to this Kripke semantics we sketch this semantics here informally without entering into the axiomatization or metatheory of intuitionistic logic

The core idea of Kripke semantics is to relativize the truth of a statement to temporal stages or states of knowledge. So a statement is not simply true but rather true at a stage or in a state of knowledge, which we will generally call an information-state We take these information-states to be ordered temporally, i.e assuming a partial order which represents the different alternative ways in which we may gradually acquire and extend our knowledge and information. So the set of information-states does not just contain the past stages of information gathering but also all possible future states to which we may get from what we now actually know. We also assume that we share such information-states as a community of (formal or natural) language users rather than thinking of them as internal mental representations as the founder of intuitionistic logic, L. Brouwer, suggested.

A sentence which is true at an certain information-state will always be true at later states, since once we have verified a statement we never lose that information (this is the idealization of the language user in semantics!). Hence we require that truth of a statement at an information-state persists through all consecutive information states. More formally, the set of information-states in an interpretation forms a poset under the temporal order called a Kripke-frame $\mathbf{P}=\langle P, \leq\rangle$. The interpretation of a statement corresponds to the subset of information-states at which the statement is true. Persistence of truth is tantamount to requiring such subsets to be filters on $\mathbf{P}$ or hereditarily closed under the temporal ordering.

The collection of filters on $\mathbf{P}$ will be written $\mathbf{P}^{+}$. We define a Kripke-
valuation to be a function from the set of statements to the set of filters $V: S \rightarrow \mathbf{P}^{+}$, assigning to each statement $s \in S$ a filter $V(s) \subseteq P$, i.e. the information-states at which $s$ is true. A model based on a Kripke-frame is a pair $\mathbf{M}=\langle\mathbf{P}, V\rangle$ where $V$ is a Kripke-valuation. Now we define recursively the notion of truth at an information-state for all complex statements (we leave the syntax of the statements implicit as it is essentially the syntax of the logic of statements in Chapter 6)

We define a notion $\mathbf{M} \mid={ }_{p} s$ which is to be read as 'the statement $s$ is true at information-state $p$ in the model $\mathrm{M}^{\text {. }}$
(1) $\mathrm{M} \mid=p_{p} s$ for $s$ an atomic statement iff $s \in V(s)$.
(2) $\mathrm{M} \mid={ }_{p} s \& s^{\prime}$ iff $\mathrm{M} \mid={ }_{p} s$ and $\mathrm{M} \mid={ }_{p} s^{\prime}$
(3) $\mathrm{M} \mid={ }_{p} s \vee s^{\prime}$ iff $\mathrm{M} \mid==_{p} s$ or $\mathrm{M} \mid==_{p} s^{\prime}$
(4) $\mathrm{M} \mid={ }_{p} \sim s$ iff for all $p^{\prime}$ such that $p \leq p^{\prime}$ not $\mathrm{M} \mid={ }_{p^{\prime}} s$
(5) $\mathrm{M} \mid={ }_{p} s \mapsto s^{\prime}$ iff for all $p^{\prime}, p \leq p^{\prime}$ if $\mathrm{M} \mid==_{p^{\prime}} s$ then $\mathrm{M} \mid=p_{p^{\prime}} s^{\prime}$

Thus at information-state $p$ the negation of a statement $s$ is true when the statement can never become true or verified at any later possible stage. A conditional statement is true when at all later stages which verify the antecedent the consquent is verfied as well. The advantage of introducing information-states is that they are used to quantify over possible extensions of the actual information-state in defining verification of negative statements and conditionals

Unrelativized truth can be defined as truth at all information-states and a statement is valid on a Kripke-frame if it is true on all models based on that frame.

If we extend this definition of truth at an information-state to the full predicate loige including the universal and existential quantifiers, we need to put some further conditions on the clauses for statements as well. If we analyze the internal structure of statements, we can only verify such quantificational statements when we know 'what they are about,' i.e., when we know the reference of the terms that occur in such quantified statements. More informally speaking, we do not know how to verify (or falsify for that matter) an English sentence John is old when we do not know to whom John refers or who John is.

For similar reasons we require that (i) each information-state is assigned a non-empty set of objects which act as 'referents' for individual constants
and variables, and (ii) successive states only add referents. Then clause (1) above is extended to incorporate the requirement that $V(s)$ picks only objects from this 'referent'-set as interpretations of the individual variables and constants occurring in $s$ (an atomic formula of a predicate logic) For disjunction we require that all terms of both disjuncts are interpreted by objects from the referent-set at the stage of evaluation of the disjunction and similarly for conditionals and negations. The quantifier clauses to be added are defined as follows:
(6) $\mathrm{M} \mid=p(\forall x) \varphi$ iff for every $p^{\prime}$ such that $p \leq p^{\prime} \mathrm{M} \mid={ }_{p^{\prime}} \varphi(x / t)$ where $t$ is an object from the referent-set of $p^{\prime}$.
(7) $\mathbf{M} \mid==_{p}(\exists x) \varphi$ iff $\mathbf{M} \mid={ }_{p} \varphi(x / t)$ where $t$ is an object from the referentset of $p$.

From these recursive clauses we can see that the law of double negation, although valid in classical logic, is not valid in a Kripke semantics. Note however that verification of a formula entails verification of its doubly negated form but not vice versa (if $\mathrm{M} \mid==_{p} s$ then $\mathrm{M} \mid==_{p} \sim \sim s$ ), and a negative formula is equivalent to its triply negated form ( $\mathbf{M} \mid=p \sim s$ iff $\mathbf{M} \mid=p \sim \sim \sim s)$. Also the classical law of excluded middle (every formula or its negation is true) does not hold in Kripke semantics.

On the basis of a syntactic specification of the intuitionistic logical system and this Kripke semantics we can prove the important completeness and soundness theorems, and Kripke semantics can also be formulated by semantic tableau rules (as it originally was) We will not discuss such metatheoretic issues of intuitionistic logic here, but rather point out the connection between Kripke semantics and Heyting algebras.

Since the intersection and union of two filters are filters too, the poset $\mathbf{P}^{+}=\left\langle\mathbf{P}^{+}, \leq\right\rangle$based on the set of filters with inclusion is a bounded distributive lattice with meets and joins given by intersection and union. $\mathbf{P}^{+}$ is indeed a Heyting algebra such that for any $A, B \in \mathbf{P}^{+} A \Rightarrow B$ is the pseudo-complement of $A$ relative to $B$. We have for all filters $F$,

$$
F \leq A \Rightarrow B \text { iff } A \cap F \leq B
$$

and

$$
A^{*}=A \Rightarrow \emptyset
$$

Now a Kripke-valuation $V: S \mapsto \mathbf{P}^{+}$for a Kripke-frame $\mathbf{P}$ is also a valuation for the Heyting algebra $\mathbf{P}^{+}$. This connection can be used to show that

Kripke-validity on the frame $\mathbf{P}$ is the same as validity in a Heyting algebra $\mathbf{P}^{+}$

For a semantics of natural language Kripke semantics may have to be extended beyond its verification conditions to include recursive falsification conditions defining falsity of a formula in an information-state. This would allow for a more interesting treatment of positive and negative facts, as well as a more adequate analysis of conditionals An important current research question is how modal verbs and conditionals may be analyzed as constraining the set of possible extensions of a given information-state as rules or constraints which determine patterns of information growth or restrictions on possible ways of gathering new information. The interested reader will find further references in the suggested further reading for this chapter

## Exercises

1. Prove that in any Boolean algebra if $a \wedge b=0$ and $a \vee b=1$ then $a=b^{*}$
2. Prove the idempotence of the meet and join operations from the other Boolean laws.
3. Show that in a finite Boolean lattice every element is the join of some join-irreducible elements. (Hint: you need induction on $n$ when $n$ is the number of elements $x \leq a$ for given $a$, and the base of the induction is the bottom element).
4. Prove for any join-irreducible element $a$ of a distributive lattice, if $a \leq b \vee c$ then $a \leq b$ or $a \leq c$.
5. Prove for any relatively pseudo-complemented lattice with a top element 1 that
(i) $a \Rightarrow a=1$
(ii) $a \leq b$ iff $a \Rightarrow b=1$
(iii) $b \leq a \Rightarrow b$
6. Prove that any finite lattice is a Heyting lattice
7. If $\left\langle B, \wedge, \vee,{ }^{*}, 0,1\right\rangle$ is a Boolean algebra then for any $a, b \in B$ define $a \mapsto b$ to be $a^{*} \vee b$. Show that $\langle B, \wedge, \vee, \mapsto, 0,1\rangle$ is a Heyting algebra.

## Review Exercises

1. Following the procedure used in Theorem 101 prove that in a group, $y=a^{-1} \circ b$ is the unique solution of $a \circ y=b$.
2. Construct a commutative group with five elements.
3. Let the operation $x y$ be defined as $x+(y-3)$. Show that the set $G$ of all integers forms a group with respect to this operation and that 3 is the identity element of this group. What is the inverse element for an integer $x$ ?
4. (a) List four different subgroups of the group of all integers under ordinary addition.
(b) For each of these subgroups, state whether it is isomorphic to the original group. If so, prove it and if not explain why not
5. Determine all the possible isomorphisms between the group of the integers $\{0,1,2,3\}$ with addition modulo 4 and the group of rotations of the square $\left\{I, R, R^{\prime}, R^{\prime \prime}\right\}$.
6. Let $A=\{a, b, c\}$. Find all the distinct one-to-one correspondences from $A$ onto $A$. Construct composites of all pairs of these one-to-one correspondences and express your results in the form of a multiplication table. What sort of mathematical configuration is represented by this multiplication table?
7. Let $A^{*}$ be the set of all strings formed from some finite set $A$ For all strings $x$ and $y$ in $A^{*} x$ is said to be a conjugate of $y$ iff there are strings $u$ and $v$ such that $x=u v$ and $y=v u$
(a) Show that conjugacy is an equivalence relation and describe the partition it induces on $A^{*}$. For a string $x_{n}$ of length $n$ what are the maximum and minimum number of strings in the equivalence class containing $x_{n}$ ?
(b) Prove that if $x$ is a conjugate of $y$ there is a string $z$ such that $x z=z y$
(c) Let $T=\left\{T_{1}, T_{2}, T_{3}, T_{4}\right\}$ be the set of functions each of which maps a string in $A$ of length 4 into one of its conjugates, e.g., $T_{1}$ maps $a_{1} a_{2} a_{3} a_{4}$ into $a_{1} a_{2} a_{3} a_{4}$ and $T_{2}$ maps $a_{1} a_{2} a_{3} a_{4}$ into $a_{2} a_{3} a_{4} a_{1}$. Show that the operational structure consisting of $T$ and the operation of composition of functions is an Abelian group
8. Each of the following is a system of the form $\mathbf{A}=\langle A, \oplus, \odot\rangle$ consisting of a set and two binary operations For each system, answer the following questions:
(a) Which of the group axioms are satisfied by $\langle A, \oplus\rangle$ ?
(b) Which of the group axioms are satisfied by $\langle A, \odot\rangle$ ?
(c) Is $\mathbf{A}$ an integral domain? If not, which axioms are not satisfied?
(1) $A=$ the set of all integers
$\oplus=$ ordinary addition
$\odot=$ ordinary multiplication
(2) $A=$ the set of all non-negative integers
$\oplus=$ ordinary subtraction
$\odot=$ ordinary multiplication
(3) $A=\{0,1,2, \ldots, 24\}$
$\oplus=$ addition modulo 25
$\odot=$ multiplication modulo 25
(4) $A=\{1,2,3, \ldots, 9,10\}$
$\oplus=$ addition modulo 11
$\odot=$ multiplication modulo 11
(5) $A=\{1,5,7,11\}$
$\oplus=$ addition modulo 12
$\odot=$ multiplication modulo 12
(6) $A=$ the set of all rational numbers $p / q$ with $0<p / q<1$
$\oplus=$ ordinary addition
$\odot=$ ordinary multiplication
(7) $A=$ the set of all integers
$\oplus=$ ordinary addition

## $\odot$ defined by $a \odot b=0$ for all $a, b \in A$

9. Prove the following laws for integral domains. (You may use the results of previous problems as well as the axioms and theorems from the text.)
(a) $(a+b) \cdot(c+d)=(a c+b c)+(a d+b d)$ for all $a, b, c, d$
(b) $-0=0$ (Note: $-x$ stands for "additive inverse of $x^{\prime \prime}, x^{-1}$ stands for "multiplicative inverse of $x$ ")
(c) If $a \cdot b=0$, then either $a=0$ or $b=0$
(d) $-(-a)=a$
10. The following correspondences are many-one mappings of the multiplicative group of all non-zero real numbers on part of itself. Which are homomorphisms? For those which are not, show why not. (*For those which are, prove that all the requirements are satisfied.)
(a) $x \mapsto|x|$
(b) $x \mapsto-x$
(c) $x \mapsto 2 x$
(d) $x \mapsto 1 / x$
(e) $x \mapsto x^{2}$
11.* Which of the following relations $R$ are equivalence relations? For those which are, describe the equivalence classes.
(a) $G$ is a group, $S$ is a subgroup of $G$, and $R$ is the set of all ordered pairs ( $a, b$ ) with $a, b$ in $G$ such that $a^{-1} \cdot b \in S$.
(b) $J$ is the integral domain of all integers and $R$ is the set of all ordered pairs $(a, b)$ with $a, b$ in $J$ such that $a+(-b)$ is even.
(c) $J$ is the integral domain of all integers and $R$ is the set of all ordered pairs ( $a, b$ ) with $a, b$ in $J$ such that $a+(-b)$ is odd.
11. (a) Construct a group of symmetries of an equilateral triangle analogous to the group of symmetries of the square (There should be six elements altogether).
(b) Find all subgroups of that group.
(c) Construct a homomorphism between the whole group and one of its proper subgroups.
12. Prove using the axioms of Boolean algebras that the set of elements of a Boolean algebra cannot form a group under the union operation.
13. Prove in a relatively pseudo-complemented lattice
(a) $a=b$ iff $a \Rightarrow b=1=b \Rightarrow a$
(b) $1 \Rightarrow b=b$
(c) $a \leq b \Rightarrow(a \wedge b)$

## Part D

## ENGLISH AS A FORMAL LANGUAGE



## Chapter 13

## Basic Concepts

Richard Montague was the first to seriously propose and defend the thesis that the relation between syntax and semantics in a natural language such as English could be viewed as not essentially different from the relation between syntax and semantics in a formal language such as the language of first-order logic While Montague's claim was and is a controversial one, both the perspective he offered and the technical apparatus used in developing it have transformed the study of natural language semantics. In this section we focus first on the principle of compositionality and its central role in articulating the relation of semantics to syntax in a formal language. The principle is also known as Frege's principle, and Montague took himself to be formalizing a basically Fregean viewpoint in adopting it. The second topic of this chapter is the lambda calculus, invented by Alonzo Church in the 1930's but introduced to linguists mainly through Montague's work. The lambda calculus has no intrinsic connection to the principle of compositionality, but it has proved to be one of the most important and fruitful tools in the formal semanticist's toolbox, and without it, it would be much harder to make a plausible case for the compositionality of natural language semantics. For a linguist interested in semantics, we would suggest that a familiarity with the basics of the lambda calculus could be as important as a familiarity with first-order predicate logic

### 13.1 Compositionality

The term "semantics" is used in a variety of ways in a variety of fields; probably the only common denominator among these is that semantics must
be concerned with meaning, but "meaning" is if anything an even vaguer term Among logicians, however, the term "semantics" has had a relatively precise usage, at least in the dominant Western tradition reflected, say in Donald Kalish's article in the Encyclopedia of Philosophy, and it is out of that tradition that Montague's work came. If you remember the discussion of syntax and semantics in Part B: Logic especially the presentation of the syntax and semantics of statement logic in sections 6.1 and 62 , and of predicate logic in 7.1 and 7.2 , you might have noted that both systems are syntactically disambiguated, i.e, no wellformed formula has more than one derivation Quantifiers and connectives in formulas always have a determinate and fixed scope Furthermore, the semantic interpretation of any statement or predicate logical formula is obtained via a systematic semantic procedure interpreting its parts and the logical symbols connecting them. The correspondence between the syntactic structure of a formula and its semantic interpretation is in fact very tight, as we will see in this section The principle of compositionality, or Frege's principle, is a way of articulating the relevant notion of correspondence.

The Principle of Compositionality. The meaning of a complex expression is a function of the meanings of its parts and of the syntactic rules by which they are combined.

Construed broadly and vaguely enough, the principle is nearly uncontroversial, but Montague's precise version of it places rather severe constraints on admissable systems of syntax and semantics. As the wording given above suggests, the exact import of the compositionality principle depends on how one makes precise the notions of meaning, of part, and of syntactic rule, as well as on the class of functions permitted to instantiate the "is a function of" requirement

In the specification of formal languages, the compositionality principle is generally satisfied in the following way: the syntax is given by a recursive specification, starting with a stipulation of basic expressions of given categories, and with recursive rules of the following sort:

Syntactic Rule $n$ : If $\alpha$ is a well-formed expression of category A and $\beta$ is a well-formed expression of category B , then $\gamma$ is a well-formed expression of category C , where $\gamma=F_{i}(\alpha, \beta)$.

In such a rule, $F_{i}$ is a syntactic operation such as concatenation; we will give illustrations of such rules below

The semantics is then given by a parallel recursive specification, including a stipulation of the semantic values for the basic expressions and for each syntactic rule a single semantic rule of the following form:
Semantic Rule $n$ : If $\alpha$ is interpreted as $\alpha^{\prime}$ and $\beta$ is interpreted as $\beta^{\prime}$, then $\gamma$ is interpreted as $G_{k}\left(\alpha^{\prime}, \beta^{\prime}\right)$.

In such a rule, $G_{k}$ is a semantic operation, examples of which we will see below.

Note the distinction between syntactic and semantic rules as schematized above and syntactic and semantic operations, the $F_{i}, G_{k}$ that appear within the rules. When the compositionality requirement is taken as a constraint on the correspondence between rules, as it is here, it does not by itself impose any correspondence requirement on the operations that occur within the rules. One might, for example, formulate a rule of Yes-No Question Formation for English utilizing a complex syntactic operation built up out of a combination of Subject-Aux Inversion, Do-Support, and the imposing of an appropriate intonation contour, deriving a yes-no question from its declarative counterpart. The task of giving a uniform semantic interpretation rule corresponding to such a syntactic rule is obviously very different from the (presumably impossible) task of giving a uniform semantic interpretation of the operation of Subject-Aux Inversion (which occurs in a semantically heterogeneous variety of constructions in addition to Yes-No Questions.)

### 13.1.1 A compositional account of statement logic

To illustrate, let us recast a part of the syntax and semantics of the statement logic of Chapter 6 and the predicate logic given in Chapter 7 in a form which makes the semantics explicitly compositional

The syntax of SL, the language of statement logic originally presented in Section 6.1, is restated below
(13-1) The primitive vocabulary of SL consists of the following:
(i) a denumerably infinite set of atomic statements which we designate by the letters $p, q, r, s$, with primes or subscripts added when necessary
(ii) the following logical constants: $\sim, \&, \vee, \rightarrow, \leftrightarrow$ The same symbols are used in the metalanguage to designate these symbols in the object language.
(iii) the punctuation symbols (,). These are also used as names of themselves in the metalanguage.
(13-2) The set of wffs of SL is defined recursively as follows:
(1) Basic Clause: Every atomic statement is a wff.
(2) Recursive Clauses:
(2.1) If $\phi$ is a wff, then the result of prefixing $\sim$ to $\phi$ is a wff.
(2.2) If $\phi$ and $\psi$ are wffs, then the result of concatenating (, $\phi, \&, \psi$, and ) in that order is a wff.
(2.3) If $\phi$ and $\psi$ are wffs, then the result of concatenating (, $\phi, V, \psi$, and $)$ in that order is a wff
(24) If $\phi$ and $\psi$ are wffs, then the result of concatenating (, $\phi, \rightarrow, \psi$, and ) in that order is a wff.
(25) If $\phi$ and $\psi$ are wffs, then the result of concatenating (, $\phi, \leftrightarrow, \psi$, and ) in that order is a wff

The somewhat pedantic way of stating the recursive rules above is intended to emphasize that the operations which apply to wffs to produce larger wffs include the introduction of logical constants and punctuation marks. Given this syntax, the only relevant parts of a complex wff are its constituent wffs. In this syntax, the logical constants are not assigned to any syntactic category; the only category employed in the syntax is the category of wffs. The semantics will be stated accordingly, assigning semantic values to complex wffs as functions of the semantic values of their constituent wffs and of the rules by which they were constructed. (The same language could be given a different syntax in which the logical constants (but not the punctuation marks) are indeed assigned to categories (eg. 'one-place connective' and 'two-place connective') and receive semantic values (which will be truth-functions); the semantic rules would then treat the connectives as well as the wffs as parts of complex wffs and the semantic rules would be stated in a correspondingly different way See Dowty, Wall, and Peters (1979) or Gamut (1982, vol. 1) for explicit illustration and discussion of this contrast.

The semantics of SL, as stated in Section 6 1, assigns to every complex wff a truth value, either 1 (true) or 0 (false), based on the truth values of
its constituent wffs and the syntactic rules by which they were assigned A specification of the semantics that meets the compositionality requirement must therefore include a specification of semantic values (in this case truth values) for the atomic statements and a recursive semantic rule corresponding to each of the recursive syntactic rules. Such a semantics can be stated as follows
(13-3) Assignment of semantic values to atomic statements: Let $f$ be a function which assigns to each atomic statement of SL one of the two truth values 0 and 1 .
(13-4) The semantic interpretation of the set of all wffs of SL, given an initial valuation $f$ for the atomic statements, is defined recursively as follows
(1) Basic Clause: If $\phi$ is an atomic statement, then the semantic value of $\phi$ is $f(\phi)$.
(2) Recursive Clauses:
(2.1) (unabbreviated) The semantic value of the result of prefixing $\sim$ to $\phi$ is 1 iff the semantic value of $\phi$ is 0 .
(2.1) (abbreviated) The semantic value of $\sim \phi$ is 1 iff the semantic value of $\phi$ is 0 . (The remaining rules will be written in their abbreviated form.)
(2.2) The semantic value of $(\phi \& \psi)$ is 1 iff the semantic values of $\phi$ and $\psi$ are both 1 .
(23) The semantic value of $(\phi \vee \psi)$ is 1 iff the semantic value of $\phi$ is 1 or the semantic value of $\psi$ is 1 .
(24) The semantic value of $(\phi \rightarrow \psi)$ is 1 iff the semantic value of $\phi$ is 0 or the semantic value of $\psi$ is 1
(2.5) The semantic value of $(\phi \leftrightarrow \psi)$ is 1 iff the semantic value of $\phi$ is identical to the semantic value of $\psi$.

Each of the recursive semantic rules specifies an operation which applies to the truth values of the constituent wffs to determine the truth value of the resulting wff The operations are those familiar fiom the truth tables of Section 6.2, although here they are defined implicitly rather than explicitly

It is clear from the statement of the syntactic rules and of the unabbreviated form of the first recursive semantic rule that plain English makes a rather cumbersome metalanguage and some succinct special-purpose notation could prove useful. Notation in this area is not as standardized as in some other parts of mathematics and logic, but we will introduce some fairly common notational practices below

The syntax in (13-1) and (13-2) can be used in assigning each SL statement a unique derivation tree similarly to the syntactic trees in a PhraseStructure component of a grammar of a natural language The semantic rules in (13-3) and (13-4) will then give each tree a compositional interpretation, following the derivation node by node from the bottom up Here we only illustrate the kind of tree for this syntax of SL and its semantic interpretation, and defer further discussion and alternative syntaxes to SL to the exercises of this chapter.

The derivation of the statement $\sim(p \vee q)$ is as in (13-5). The tree is annotated with the number of the (sub-) rule used in constructing each node. The compositional interpretation of (13-5) is as given in (13-6), where it is assumed that the tiuth value of the atomic statements is given: false for $p$ and true for $q$ Note that the annotation remains exactly the same due to the rule-by-rule compositionality of SL.

Strictly speaking the semantics could either be defined on wffs the way we did in (13-1) and (13-2) with bracketing for disambiguation, or we could do without the auxiliary bracketings and have the syntax generate the derivationtrees. These kinds of derivation-trees would then constitute an equivalent but different way of disambiguating a formal or natural language and the compositional semantics would have to take trees rather than formulas as the objects to be interpreted



### 13.1.2 A compositional account of predicate logic

The syntax and semantics of predicate logic introduce several complexities related to the greater expressive power of predicate logic compared with statement logic. We have to recognize the distinct categories of predicates, terms, and formulas, the distinction between constants and variables among the terms, and the semantics of variables and of the binding of variables by quantifiers. The last of these was presented in a somewhat informal manner in Section 7.2, with the detailed formulation deferred to this chapter. It is interesting to reflect on the fact that the category of closed formulas, or statements, plays no essential role in the compositional semantics. It is an insight that can be traced back to Frege that we can compositionally define semantic values for formulas from semantic values for formulas (and predicates and terms), and then define semantic values for statements by an extra step, but that it is impossible to give a compositional semantics for statements using just statements as the recursive category. We return to this issue after presenting the explicit syntax and semantics below.

The syntax of PL, the language of predicate logic presented in Section 7.1, is restated in a different form below.
(13-7) The primitive vocabulary of PL consists of the following:
(i) A set of individual constants, which we designate in the metalanguage by the letters $a, b, c$, with and without primes. (Different object languages have their own particular sets of constants, which may be finite or denumerably infinite.)
(ii) A denumerably infinite set of individual variables, $x_{0}, x_{1}, x_{2}$, . The individual constants and the individual variables together constitute the terms.
(iii) A set of predicates, each with fixed arity, which we officially designate in the metalanguage by $P_{i}^{n}$ (for the $i$ th $n$-ary predicate) but more frequently represent as $P, Q, R$ with primes or subscripts as needed and the arity clear from context As in the case of the individual constants, particular object languages will have their own particular choices of predicates
(iv) The logical connectives of SL: $\sim, \&, \vee, \rightarrow, \leftrightarrow$
(v) The quantifier symbols $\forall, \exists$.
(vi) The parentheses ), (, [, ]

Together these symbols form the vocabulary of PL; more precisely, we should think of PL as a family of languages, one for each choice of individual constants and predicates (the non-logical constants) Each such language is a language of predicate logic; when we speak of the language of predicate logic we mean the form that all these languages share, assuming some arbitrary and representative set of individual constants and predicates (Note that while different languages may use different symbols for the individual variables, this is merely an alphabetic variation. All languages of predicate logic have a denumerably infinite set of individual variables, and their semantics is fixed by the recursive rules of the semantics, not stipulated language by language as the interpretation of the non-logical constants is )

Given the vocabulary, the set of formulas of PL is defined recursively as in (13-8) below. In the metalanguage for talking about the syntax of PL, we need variables that range over expressions of various categories to use in the recursive rules. As in the statement of the syntax of SL, we use $\phi$ and $\psi$ as variables over formulas We use $P$ as a variable over predicates, $t$, possibly with subscripts, as a variable over terms (including both individual constants and individual variables), and $v$ as a variable over variables. (We don't need to introduce any variable over individual constants in our metalanguage because there are no rules that apply only to individual constants) Also in our metalanguage for writing syntactic rules, instead of writing out the syntactic operations explicitly with mention of concatenation, prefixing, etc.,
we follow the common convention already illustrated in Chapters 6 and 7 of indicating the syntactic operation by writing its result.
(13-8) The set $P L$ of formulas of predicate logic is the smallest set satisfying conditions (1)-(8) below: (Note: This "smallest set" locution is equivalent to adding a condition (9) which says that nothing is in the set except by virtue of a finite number of applications of (1)-(8).)
(1) If $P$ is an $n$-ary predicate and $t_{1}, \ldots, t_{n}$ are all terms, then $P\left(t_{1}, \ldots, t_{n}\right)$ is a formula (These are the atomic formulas.)
(2) If $\phi$ is a formula, then $\sim \phi$ is a formula
(3) If $\phi$ and $\psi$ are formulas, then ( $\phi \& \psi$ ) is a formula.
(4) If $\phi$ and $\psi$ are formulas, then $(\phi \vee \psi)$ is a formula.
(5) If $\phi$ and $\psi$ are formulas, then $(\phi \rightarrow \psi)$ is a formula.
(6) If $\phi$ and $\psi$ are formulas, then $(\phi \leftrightarrow \psi)$ is a formula.
(7) If $\phi$ is a formula and $v$ is a variable, then ( $\forall v) \phi$ is a formula
(8) If $\phi$ is a formula and $v$ is a variable, then $(\exists v) \phi$ is a formula.

The definition just given is nearly identical to that given in Section 7.1 and yields exactly the same set of formulas; the only difference is that we have expanded what was stated as one rule into the five rules (2)-(6) and another rule into the two rules (7) and (8) We did that in order to be able to follow the letter of the compositionality principle and have one semantic interpretation rule for each syntactic rule. We couldn't literally do that if, for instance, rules (2)-(6) were collapsed into one rule, since each of those operations yields a distinct interpretation In practice it is more common than not to collapse such rules anyway, and only if the compositionality of a certain grammar is challenged or uncertain is it necessary to be very precise about the individuation of the syntactic rules and their correspondence with the semantic rules.

Now we turn to the semantics of PL, which was given in Section 7.2 but not fully formally.

Remember that a model M for predicate logic consists of a domain $D$
of entities or individuals and $F$ an assignment-function which provides the interpretation of the primitive non-logical constants of the language, i.e, a function which maps each individual constant to an individual in $D$ and each $n$-ary predicate to $P^{n}$ to a set of $n$-tuples of individuals. (Note that the domain may be indicated by other capitals; in 13.2 .2 we use $A$, and $E$ is also commonly found.) Besides the interpretation of the non-logical vocabulary, we need a separate function assigning individual variables, call it $g: V A R \rightarrow D$. The reasons why a separate variable-assignment is needed is that the recursive manipulation of these assignment functions plays a separate and distinctive role in the compositional semantic interpretation of quantified formulas. In effect, we generally have to consider all possible assignments to the variable in a formula in arriving at the truth conditions for the whole formula. Hence the semantic rules need to be able to refer to and change the variable-assignments in the course of the interpretation. Any element of the descriptive vocabulary, on the other hand, is interpreted once and for all independently of anything else in the formula in which it occurs, hence they are truly descriptive constants for individuals or for predicates The interpretation of the entire language of predicate logic can now be formulated compositionally as a rule-by-rule mapping defining the denotation of an arbitrary complex formula relative to a given model and a given variable-assignment

The denotation of an expression a relative to a model M and an assignment $g$, symbolized $\llbracket \alpha \rrbracket^{M, g}$, is defined recursively, in parallel to the syntactic rules given in (13-6) above, as follows:
(13-9) (0) (a) If $\alpha$ is a non-logical constant in $C O N_{A}^{L}$, then $\llbracket \alpha \rrbracket^{M, g}=$ $F(\alpha)$
(b) If $\alpha$ is a variable in $V A R_{a}$, then $\llbracket \alpha \rrbracket^{M, g}=g(\alpha)$
(1) If $P$ is an $n$-ary predicate and $t_{1}, t_{n}$ are all terms, then $\llbracket P\left(t_{1}, \ldots, t_{n}\right) \rrbracket^{M, g}=1 \mathrm{iff}\left\langle\llbracket t_{1} \rrbracket^{M, g}, \ldots, \llbracket t_{n} \rrbracket^{M, g}\right\rangle \in \llbracket P \rrbracket^{M, g}$

If $\phi, \psi \in M E_{t}$, then:
(2) $\llbracket \sim \phi \rrbracket^{M, g}=1$ iff $\llbracket \phi \rrbracket^{M, g}=0$
(3) $\llbracket \phi \& \psi \rrbracket^{M, g}=1$ iff $\llbracket \phi \rrbracket^{M, g}=1$ and $\llbracket \psi \rrbracket^{M, g}=1$
(4) $\llbracket \phi \vee \psi \rrbracket^{M, g}=1$ iff $\llbracket \phi \rrbracket^{M, g}=1$ or $\llbracket \psi \rrbracket^{M, g}=1$
(5) $\llbracket \phi \rightarrow \psi \rrbracket^{M, g}=1$ iff $\llbracket \phi \rrbracket^{M, g}=0$ or $\llbracket \psi \rrbracket^{M, g}=1$
(6) $\llbracket \phi \leftrightarrow \psi \rrbracket^{M, g}=1$ iff $\llbracket \rrbracket^{M, g}=\llbracket \psi \rrbracket^{M, g}$
(7) If $\phi$ is a formula an $v$ is a variable, then $\llbracket \forall v \phi \rrbracket^{M, g}=1$ iff for all $d \in D: \llbracket \phi \rrbracket^{M, g^{d / u}}=1$
(8) If $\phi$ is a formula an $v$ is a variable, then $\llbracket \exists v \phi \rrbracket^{M, g}=1$ iff there is at least one $d \in D$ such that $\llbracket \phi \rrbracket^{M, g^{d / \imath}}=1$

The rules just given define semantic values for formulas compositionally in terms of the semantic value for their parts; in order to accomplish this, the semantic values for formulas were taken to be truth with respect to a model and an assignment. Having done that, we can now define truth with respect to a model (independent of assignment) for closed formulas, or statements. The easiest way to do it will define truth with respect to a model for all formulas, but it is for the closed formulas that we have the clearest idea of what results the definition shall give. (See exercise 4 for an alternative definition to (13-10) which gives different results for some of the open formulas.
(13-10) (1) For any formula $\phi, \llbracket \phi \rrbracket^{\mathrm{M}}$ (i.e $\phi$ is a true simpluciter with respect to M ) iff for all assignments $g,\left[\phi \rrbracket^{\mathrm{M}, g}=1\right.$.
(2) For any formula $\phi, \llbracket \phi \rrbracket^{\mathrm{M}}=0$ iff it is not the case that $\llbracket \phi \rrbracket^{\mathrm{M}}=$ 1.

When working out the semantic interpretation of a formula, then, one first proceeds compositionally through the derivation, using rules from (139 ); then the last step is the application of the rules of ( $13-10$ )

Since the semantic rules of (13-9) match one-onto-one with syntactic rules we now have a rule-by-rule compositional semantics of Predicate Logic. Let's see how some simple examples of derivations and their compositional interpretation work out.

We will analyze the following three examples:
(i) Mary is reading a book.
(ii) Every student is reading a book.
(iii) No student is reading a book

Keeping the quantifier prefixes as close as possible to their corresponding predicates, their translations to predicate logic are:
(i) $(\exists x)(\operatorname{book}(x) \& \operatorname{read}(m, x))$
(ii) $(\forall y)[\operatorname{student}(y) \rightarrow(\exists x)(\operatorname{book}(x) \& \operatorname{read}(y, x))]$
(iii) $\sim(\exists y)[\operatorname{student}(y) \&(\exists x)(\operatorname{book}(x) \& \operatorname{read}(y, x))]$

The derivation tree for (i) according to the syntax in (13-8) is as in (13. 11), annotating each node with the number of the rule used in constructing the expression on that node (the lowest nodes are all elements of the primitive vocabulary given in (13-7)),
(13-11)


Given this derivation the interpretation of the formula proceeds from the bottom up the tree, determining the interpretation of each higher node by the semantic rule corresponding to its syntactic counterpart. Let us assume we are given the following model M and variable-assignment $g$ for the interpretation

$$
\begin{aligned}
\mathrm{M}=\langle D, F\rangle, \text { where } & D=\{\text { mary, jane, MMiL }\} \\
& F(m)=\text { mary } \\
& F(\text { student })=\{\text { mary, jane }\} \\
& F(\text { book })=\{\text { MMiL }\} \text { (i.e this book you are reading) }
\end{aligned}
$$

$$
\begin{aligned}
& F(\text { read })=\{\langle\text { mary }, \text { MMiL }\rangle\} \\
& g(x)=\text { jane } \\
& g(y)=\text { mary }
\end{aligned}
$$

Starting at the bottom we determine according to rule (0) in (13-9) that $\llbracket$ book $\rrbracket^{\mathrm{M}, g}=F($ book $)=\{\mathrm{MMiL}\}$, and $\llbracket x \rrbracket^{\mathrm{M}, g}=g(x)=$ jane Furthermore, we can determine $\llbracket \operatorname{book}(x) \rrbracket^{\mathrm{M}, g}=0$ according to the semantic rule (1) in (13-9), since jane is not an element of the denotation of book. Next we proceed to the interpretation of $[\mathrm{read}]^{\mathrm{M}, \mathrm{g}}=F(\mathrm{read})=\{\langle\operatorname{mary}, \mathrm{MMiL}\rangle\}$, $\left\lceil m \rrbracket^{\mathrm{M}, g}=F(m)=\right.$ mary, and $\llbracket x \rrbracket^{\mathrm{M}, g}=g(x)=$ jane. Applying rule (1) once again we have $\llbracket \mathrm{read}(m, x) \rrbracket^{\mathrm{M}, g}=0$, since $\langle$ mary,jane $\rangle$ is not in $[\mathrm{read}]^{\mathrm{M}, g}$. Now we have two false formulas each with a free variable $x$ as input to the next node where they are conjoined, and by rule (3) we determine that $[(\operatorname{book}(x) \& \operatorname{read}(m, x))]^{\mathrm{M}, g}=0$ too.

The interesting part of the compositional interpretation of this formula comes in the final node, where the variable is bound existentially by an application of rule 8. According to its semantic counterpart rule $8 \llbracket(\exists x)(\operatorname{book}(x) \&$ $\operatorname{read}(m, x)) \rrbracket^{M, g}=1$ just in case we can find an assignment to the variable $x$ of an individual in $D$ such that the matrix ( $\operatorname{book}(x) \& \operatorname{read}(m, x))$ with that individual assigned to the variable $x$ is true. It is clear that the given variable-assignment $g$ does not fulfill these conditions, since we already found out that it makes the matrix false. So now we are instructed to look beyond the given variable- assignment $g$ that comes with the model, and search among all possible assignment-functions for an alternative $g^{\prime}$ to $g$ which assigns to $\boldsymbol{x}$ another individual which is a book and is read by Mary. We call a variable-assignment function $g^{\prime}$ an $x$-alternative to $g$ if it is identical to $g$ with respect to all variables other than $x$, differing from $g$ if at all only in the value it assigns to $x$. Fortunately our simple model makes the search for such an $x$-alternative of $g$ in this case easy. We choose $g(x)=$ MMiL and determine subsequently that $\left[(\operatorname{book}(x) \& \operatorname{read}(m, x)) \rrbracket^{\mathrm{M}, g^{\prime}}=1\right.$, since $g^{\prime}$ assigns MMil to $x$ and MMil is an element in the denotation of book, and is paired with mary in the denotation of the relation read. So by rule (8) we now have $\left[(\exists x)(\operatorname{book}(x) \& \operatorname{read}(m, x)) \rrbracket^{\mathrm{M}, g}=1\right.$, since we have shown that there is an $x$-alternative of $g$, namely $g^{\prime}$, which makes the subformula (book $(x) \& \operatorname{read}(m, x))$ true.

Once we finish working up the tree, however, we still have to apply (13-10) to establish a truth value for the whole formula independent of the assignment. According to (13-10), the formula ( $\exists x)(\operatorname{book}(x) \& \operatorname{read}(m, x))$ is true with respect to M iff it is true for every assignment function. One can
show (with a lot of tedious work; it is more common to just convince oneself and then assert it) that the choice of starting assignment had no effect on the outcome in this example. So, since it came out true for our original $g$, we can be confident that it will indeed be true for all other possible starting choices of assignments as well. So we conclude that our formula (which is indeed a closed formula) is true with respect to M

This concludes the compositional interpretation of (i) Note at this point that although we initially used the given variable-assignment $g$, in the end it did not play any role in the determination of truth-value of the entire formula. We will return this remarkable fact below.

The second example we want to consider is
(ii) Every student is reading a book

Despite the syntactic similarity of the English sentences (i) and (ii), their translations to predicate logic are structurally different This difference is primarily due to the fact that universal quantifiers require a conditional matrix. Of course, these differences will have their consequences for the interpretation of the formula.


We will use the same model and variable-assignment as for (i) for the interpretation of (ii). The style of presentation is slightly more compact here as an example of how lay-out may make it easier to follow the compositional
interpretation procedure Answering the exercises relating this material, you will have an opportunity to develop your own style and improve on this illustration

Compositional interpretation of (13-12):
(1) like (13-11): $\llbracket$ book $\rrbracket^{\mathrm{M}, g}=F$ (book) $=\{$ MMil $\}$, and $\llbracket x \rrbracket^{\mathrm{M}, g}=g(x)=$ jane.
(2) Rule (1): $[\operatorname{book}(x)]^{\mathrm{M}, g}=0$, as jane is not in denotation of book.
(3) Let $\llbracket y \rrbracket^{\mathrm{M}, g}=g(y)=$ mary, $\llbracket \mathrm{read} \rrbracket^{\mathrm{M}, g}=F(\mathrm{read})=\{\langle$ mary, MMiL $\rangle\}$
(4) Rule (1): $\llbracket \operatorname{read}(y, x) \rrbracket^{M, g}=0$, as 〈mary, jane〉 is not in $\left.\llbracket r e a d\right]^{M, g}$
(5) from steps (2) and (4), rule (3) gives 0
(6) Let $g^{\prime}(x)=\mathrm{MMiL}$, then $\llbracket(\exists x)(\operatorname{book}(x) \& \operatorname{read}(y, x)) \rrbracket^{\mathrm{M}, g^{\prime}}=1$.
(7) $\llbracket$ student $]^{M, g}=F($ student $)=\{$ mary,$j a n e\}$
(8) by rule (1), $\llbracket$ student $(y) \rrbracket^{\mathrm{M}, g}=1$ since $g(y)$ is in $\llbracket$ student $\rrbracket^{\mathrm{M}, g}$
(9) from steps (8) and (6), rule (5) gives $\llbracket \operatorname{student}(y) \rightarrow(\exists x)(\operatorname{book}(x)$ $\& \operatorname{read}(y, x))]^{\mathrm{M}, 9^{\prime}}=1$
(10) Rule (7): $\llbracket(\forall y)\left[\right.$ student $(y) \rightarrow(\exists x)(\operatorname{book}(x) \& \operatorname{read}(y, x)) \rrbracket^{M, g}=0$.

Let $g^{\prime}(y)=$ jane, then $\llbracket$ student $(y) \rrbracket^{M, g^{\prime}}=1$, and given $g^{\prime}(x)=\mathrm{MMiL}$ and $\left.[\operatorname{book}(x)]^{M, g^{\prime}}=1, \llbracket \operatorname{read}(y, x)\right]^{M, g^{\prime}}=0$, and no $x$-alternative to $g^{\prime}$, keeping jane the referent of $y$, gives a book read by jane. Hence the formula is false in the given model.
(Notes: (1) There is nothing against assigning the same individual to two distinct free variables-functions may be many-to-one! (2) To evaluate a formula containing a 'there is' within the scope of a 'for all' you need to have access not only to all alternatives of the given assignment, but also to all alternatives to any of those. Although in small domains as in our example this remains still feasible, for larger domains the search can get rapidly more complex, but for infinite domains the search may never end. In fact, on infinite domains even the evaluation of a simple universal quantifier may never end, as derivation by exhaustion is impossible, i e., as long as you have not yet found a counterexample you may be in one of two situations; either a counterexample is still to come, or there is no counterexample. But you never know which situation you are in.)

The final example we will discuss here in detail is (iii) No student is reading a book. The syntactic derivation is given in (13-13)


Using the same model and starting variable-assignment as before:
(1) $\llbracket \operatorname{book}(x) \& \operatorname{read}(y, x)) \rrbracket^{\mathrm{M}, g}=0$
(2) Let $g^{\prime}(x)=$ MMil, then $\left.\llbracket \operatorname{book}(x) \& \operatorname{read}(y, x)\right) \rrbracket^{M, g^{\prime}}=1$, so $\llbracket(\exists x)(\operatorname{book}(x)$
$\& \operatorname{read}(y, x))]^{\mathrm{M}, g}=1$
(3) $\llbracket$ student $(y) \rrbracket^{\mathrm{M}, g}=1$
(4) Rule (3): $\llbracket \operatorname{student}(y) \&(\exists x)(\operatorname{book}(x) \& \operatorname{read}(y, x)) \rrbracket^{M, g}=1$.
(5) Rule (8): $\llbracket(\exists y)\left[\operatorname{student}(y) \&(\exists x)(\operatorname{book}(x) \& \operatorname{read}(y, x)) \rrbracket^{M, g}=1\right.$.
(6) Rule (2): $\llbracket \sim(\exists y)\left[\operatorname{student}(y) \&(\exists x)(\operatorname{book}(x) \& \operatorname{read}(y, x)) \rrbracket^{M, g}=0\right.$.
(Note: the logically equivalent formula $(\forall y)[$ student $(y) \rightarrow \sim(\exists x)$ (book $(x)$ $\& \operatorname{read}(y, x))]$ would require more interpretation steps, since here we need to consider all $y$-alternatives to $g^{\prime}$ to see whether they all falsify the formula in the scope of this universal quantifier (one of them will not, but the others will). From a semantic point of view it is in general simpler to evaluate formulas where the negation has widest scope, which can be obtained by applying the quantifier laws given in (7-7) through (7-16).)

We have seen now that in interpreting a quantified formula you first work with the given variable-assignment, but then you are often required to search for an alternative of it for a particular variable. This interpretive procedure requires not only that all alternatives for any variable to the given assignment are in some direct way available, but whenever the formula con-
tains $n$ successively nested quantifiers, an equal number of distinct levels of alternatives to alternatives needs to be accessed. Despite the compositional formulation we gave this Predicate Logic, in the course of an interpretation you may change what you had, if the given variable- assignment did not give you the right value in the first place (e.g the application of rule 8 in the interpretation of (i)) It is clear that rule-by-rule compositionality seems at first to be a very strong requirement on the relation between the syntax and the semantics of a formal system. Yet it seems to allow information which is gained first, to be lost later. In other words, it does not require by itself that the meaning of the parts is still a recognizable part of the final result This seems almost a flagrant contradiction of the Fregean Principle of Compositionality, if it is interpreted in a static way as adding primitive semantic objects to compose the meaning of the whole without any interaction between the parts. Compositionality can be understood more dynamically as a requirement on the process of interpretation, stating that the syntactic structure will guide the semantics, while having access to all possible variable-assignments. Current research in semantic theory explores various forms of interpretation processes which are compositional in different ways to different degrees.

To conclude this subsection we should return to Frege's insight mentioned at the begimning. We have seen in detail now how the compositional interpretation of Predicate Logic defines the denotation of any quantified formula in terms of the denotations of a set of formulas in which the relevant variable is free. At a time that Aristotelian syllogistic logic was still the best available theory of quantification on the market it constituted a tremendous innovation that universal and existential noun-phrases could be treated semantically on a par, if they were 'decomposed' into a variable and a quantifier prefix and the crucial but small difference of the conditional versus the conjunction in the matrix. The conditions for this new understanding were created by the mathematical development a more abstract concept of a function and the fundamental separation of the syntax of a formal system from its semantic interpretation.

### 13.1.3 Natural language and compositionality

When it comes to natural languages such as English, there are obvious prima facie obstacles to compositionality that make it not surprising that both linguists and philosophers before Montague doubted that English could be given a compositional semantics. One of the most obvious obstacles is the
phenomenon of quantifier scope ambiguity in English: the semantic interpretation is certainly not uniquely determined by the syntax if we take the relevant syntactic structure to be surface structure (much less deep structure or D-structure.) Indeed the treatment of quantifier scope has been one of the most controversial issues within and across theories of syntax and semantics from the time of the generative-interpretive semantics split in the late 1960's down to the present. Some theories posit a distinct syntactic level (such as the LF of May (1977) or the underlying representations of generative semantics) on which quantifier scope is disambiguated and on which a compositional semantics could potentially be defined (see Cooper and Parsons (1976)). Montague's rule-by-rule version of the compositionality requirement makes possible a treatment in which the syntactic derivation rather than any level of representation disambiguates quantifier scope (see Partee (1975), Dowty, Wall and Peters (1981).) Other theories (e.g Cooper (1983)) opt for a more nearly context-free syntax and a weakening of the compositionality requirement. We mention these issues to give some indication of the complexity and controversy surrounding the application of the compositionality principle to natural language semantics.

The mathematical formulation of the compositionality principle in Montague's version of it involves representing both the syntax and the semantics as algebras and the semantic interpretation as a homomorphic mapping from the syntactic algebra into the semantic algebra The technical working out of this idea in the general case is somewhat complex; the details are given in Montague (1974) and explications can be found in Halvorsen and Ladusaw (1979), DWP (1981, Chapter 8), Link (1979), Janssen (1983). For the logic of statements, whose syntax and semantics are quite simple, the relevant algebras and homomorphism can be specified quite straightforwardly
(i) The syntax algebra: $\mathcal{A}=\left\langle A, F_{0}, \ldots, F_{4}\right\rangle$ is defined as follows: Let $X_{0}$ be the set of sentential constants $\left\{p, q, r, p^{\prime}, q^{\prime}, \ldots\right\}$; and let $F_{0}, \ldots, F_{4}$ be syntactic operations defined as follows:

$$
\begin{aligned}
& F_{0}(\alpha)=\sim \alpha \\
& F_{1}(\alpha, \beta)=\alpha \& \beta \\
& F_{2}(\alpha, \beta)=\alpha \vee \beta \\
& F_{3}(\alpha, \beta)=\alpha \rightarrow \beta \\
& F_{4}(\alpha, \beta)=\alpha \leftrightarrow \beta
\end{aligned}
$$

(Note: Here $\alpha$ and $\beta$ are variables in the metalanguage for sentential constants. These operations should be read as e.g. 'take a sentential constant and execute $F_{0}$ by prefixing it with the negation-symbol', etc.)

Then the set $A$, the set of all well-formed expressions of the logic of statements, is defined as closure of the set $X_{0}$ under the operations $F_{0}, \ldots, F_{4}$. Note that this gives exactly the same effect as the corresponding set of five recursive rules, one for each of the operations. This language is particularly simple by virtue of containing only one syntactic category, that of sentences, and in having a one-one correspondence between syntactic rules and syntactic operations that allow us to conflate the two notions.
(ii) The semantic algebra $\mathcal{B}=\left\langle B, G_{0}, \quad, G_{4}\right\rangle$ is defined as follows: $B=$ $\{0,1\}$, the set of truth values. $G_{0}, \ldots, G_{4}$, the semantic operations corresponding to the syntactic operations $F_{0}, \ldots, F_{4}$, are the unary and binary functions from truth values to truth values defined by the usual truth tables for the respective operations $F_{0}, \ldots, F_{4}$. So $G_{0}$, for example, is the function from $\{0,1\}$ to $\{0,1\}$ defined by (13-13), and $G_{1}$ the function from $\{0,1\} \times\{0,1\}$ to $\{0,1\}$ defined by (13-14).

$$
\begin{align*}
& G_{0}(1)=0  \tag{13-14}\\
& G_{0}(0)=1
\end{align*}
$$

(13-15)

$$
\begin{aligned}
& G_{1}(1,1)=1 \\
& G_{1}(1,0)=0 \\
& G_{1}(0,1)=0 \\
& G_{1}(0,0)=0
\end{aligned}
$$

(iii) Semantic interpretation as a homomorphism from $A$ to $B$ :

An interpretation for the statement logic must assign a truth value to each sentential constant, and must recursively assign truth values to complex statements on the basis of their syntactic structure, Let $f$ be an assignment of truth values to the constants, i.e a function from $X_{0}$ to $\{0,1\}$, and let $g$ be the interpretation function defined as follows:

If $\phi$ is a sentential constant, then $g(\phi)=f(\phi)$.

$$
\begin{aligned}
& g(\sim \phi)=1 \text { iff } g(\phi)=0 \\
& g((\phi \& \psi))=1 \text { iff } g(\phi)=1 \text { and } g(\psi)=1 \\
& g((\phi \vee \psi))=1 \text { iff } g(\phi)=1 \text { or } g(\psi)=1 \\
& g((\phi \rightarrow \psi))=1 \text { iff } g(\phi)=0 \text { or } g(\psi)=1 \\
& g((\phi \leftrightarrow \psi))=1 \text { iff } g(\phi)=g(\psi)
\end{aligned}
$$

We can then see that $g$ is indeed a homomorphism from $A$ to $B$ every formula in $A$ is mapped by $g$ onto a truth value in $B$, and the mapping is
structure-preserving with respect to all the corresponding operators, $G_{i}$ in B corresponding with $F_{i}$ in A ; this is established by showing that (13-15) and (13-16) below are valid.
(13-16) $g\left(F_{0}(\phi)\right)=G_{0}(g(\phi))$ for every formula $\phi$
$(13-17) g\left(F_{i}(\phi, \psi)\right)=G_{i}(g(\phi), g(\psi))$ for $i=1, \ldots, 4$ and all formulas $\phi, \psi$

The homomorphism requirements (13-15) and (13-16) may also be schema tized by a pair of diagrams as in (13-17) and (13-18), where $g \times g$ in (13-18) stands for the function mapping pairs of formulas $\langle\phi, \psi\rangle$ onto the corresponding pairs of truth values $\langle g(\phi), g(\psi)\rangle$.
(13-18)

(13-19)


A further important property of grammars that conform to the compositionality principle in this strong homomorphism sense is that it is possible to think of such grammars as generating expressions and their interpretations in tandem; one need not conceive of the syntax generating an entire expression "before" the semantics interprets it. The small piece of a schematic interpreted derivation tree in (13-20) illustrates this point.


Returning to the issue of compositionality in natural languages, we conclude this section with an informal, intuitive discussion of a core example of quantifier-scope ambiguity and the way in which it is connected to anaphoric binding in discourse. The purpose is here merely to illustrate the importance and extent of the issue, rather than to legislate on the best possible solution. It should be clear from Chapter 7 and this chapter that the syntactic structure of a logical formula determines the set of possible interpretations in which it is true, given an interpretation to the non-logical constants. But syntactically different formulas may have some models, though not all (unless they are logically equivalent), in which they are true in common. For instance, consider (i) and (ii)
(i) $(\forall x)(\exists y)(P(x) \rightarrow R(x, y))$
(ii) $(\exists y)(\forall x)(P(x) \rightarrow R(x, y))$

In a model in which there is at least one variable-assignment to $y$ such that every $x$ which is a $P$ bears the relation $R$ to it, both (i) and (ii) are verified (cf. exercise 3). Of course, (i) is true in other models as well, since (ii) entails (i) but not vice versa. So (i) leaves in a manner of speaking more open or undetermined as to what the model has to look like for it to be true, whereas
(ii) is more demanding. If we use an English sentence corresponding to (i), e.g Every student loves someone (domain: People), we may well mean that every student loves the same person, although we could have expressed that also with The students all love the same person or something like this. We should consider it a virtue rather than a vice that natural language allows us different ways of describing the same situation, especially since further context often provides a clue as to which kind of situation is intended For instance, we could continue with Maria is her name Now we understand that the students must all love the same person, since both the proper name and the possessive pronoun dependent on it require a unique referent. (Let's forego the far fetched interpretation in which Maria could name any woman loved by a student as if it was used as a generic proper name for studentloved women) So it is this second sentence that serves to 'disambiguate' the first, and from a semantic point of view cuts down the set of possible models in which just (i) is true to the subset in which (ii) is true as well

Now we could require that the first English sentence should be represented as the logical formula of (ii), if it is followed by this second sentence. This would mean that the first simple English sentence would be translated to two distinct logical formulas If we also want to adhere to compositional semantics for English, this would have as a consequence that there should be two distinct syntactic derivations of this English sentence. This option is taken by quite different contemporary theories of quantifier scope e.g. May (1985) and Montague (1974), but not by eg. Cooper (1983). We should, however, realize that this syntactic disambiguation of English sentences is really a syntactic reflection of a semantic process, namely determining the set of models in which a sentence is true or the set of situations which can be correctly described by the sentence. Quantifier scope can be encoded syntactically in the order of the quantifiers in the prefix or by coindexing in various ways, but it is the choice of variable assignments which do the real work of characterizing the dependencies between individuals.

### 13.2 Lambda-abstraction

### 13.2.1 Type theory

The lambda-operator, $\lambda$, was introduced by Alonzo Church (Church (1941)) to permit the construction of expressions which unambiguously and compositionally denote functions. Without the $\lambda$-operator, function names can only
be introduced by contextual definition, as in "Let $f$ be the function from $R$ to $R$ such that $f(x)=x^{2}+3$." There also tends to be equivocation in ordinary notational practice, using expressions like $f(x)$ or $x^{2}+3$ to denote either a function or its value at argument $x$, an equivocation that is hard to avoid without a systematic way of building descriptive names of functions. In the $\lambda$-calculus, the function $f$ such that $f(x)=x^{2}+3$ would be denoted by the expression $\lambda x x^{2}+3$ (or $\lambda x\left[x^{2}+3\right]$ or $\left(\lambda x\left(x^{2}+3\right)\right.$ ); notation is not uniform), and the application of that function to an argument $z$ would be expressed as $\left(\lambda x x^{2}+3\right)(z)$, which as we shall see below is equivalent to the expression $z^{2}+3$

What has made $\lambda$-abstraction so valuable a tool in contemporary semantics is the recognition that many of the most basic syntactic constructions of English can be interpreted compositionally as involving function-argument application, and that many of the apparently less basic constructions can be given a compositional semantics involving $\lambda$-abstraction. We will illustrate some of the linguistic applications at the end of this section.

As a preliminary, we need to introduce some basic notions of type theory. (There exist both typed and untyped versions of the lambda calculus, but it is the typed version that has become familiar to linguists from Montague's work.) A type system is a system of semantically motivated categories designed so that restrictions on well-formedness stated in terms of types can guarantee that any well- formed expression will be semantic ally well-defined. Russell introduced the notion as a way of regimenting the language of set theory so as to make the paradoxical "sets" mentioned in Chapter 1 unexpressable. The type theory we introduce here is just one among many, but is a common basic one.

The set of types is defined recursively as follows:
(13-21) (1) $e$ is a type.
(2) $t$ is a type
(3) If $a$ and $b$ are types then $\langle a, b\rangle$ is a type.

Sometimes rule (3) in the formation of types is replaced by the more general rule ( $3^{\prime}$ ):
(3') If $a_{1}, \ldots, a_{n}$ and $b$ are types, then $\left\langle a_{1}, \ldots, a_{n}, b\right\rangle$ is a type.

Since functions of more arguments can be reduced to unary functions, the type $\left\langle a_{1}, \ldots, a_{n}, b\right\rangle$ may be replaced by $\left\langle a_{1},\left\langle a_{2},\left\langle\ldots\left\langle a_{n}, b\right\rangle\right\rangle \ldots\right\rangle\right\rangle$ and therefore one does not need to postulate types for such $n$-ary functions explicitly.

A typed language is a language each of whose well-formed expressions is assigned a type by a compositional syntax whose semantics conforms to the following principles, where $D_{a}$ stands for the set of possible denotations of expressions of type $a$.
(13-22) Let $A$ be a given domain of entities Then
(1) $D_{e}=A$
(2) $D_{t}=\{0,1\}$, the set of truth-values
(3) $D_{\langle a, b\rangle}=$ the set of functions from $D_{a}$ to $D_{b}$

In case an $n$-ary type is defined, its intended interpretation is:

$$
D_{\left\langle a, \ldots, a_{n}, b\right\rangle}=\text { the set of functions from } D_{a_{1}} \times \times D_{a_{n}} \text { to } D_{b}
$$

In other words, expressions of type $e$ denote individuals, expressions of type $t$ denote truth values, and expressions of type $\langle a, b\rangle$ denote functions whose arguments are in $D_{a}$ and whose value is in $D_{b}$.

## Examples:

(1) Suppose $A$, and hence $D_{e}$, is the set of real numbers. Then the expression mentioned in the previous section, $\left(\lambda x\left(x^{2}+3\right)\right)$, is of type $\langle e, e\rangle$, since it denotes a function from numbers to numbers
(2) Sets in a typed language are identified by expressions denoting their characteristic functions. Consider, for instance, the set of numbers greater than 7. Its characteristic function $f$ is defined by (13-23).

$$
f(x)=\left\{\begin{array}{l}
1 \text { if } x>7  \tag{13-23}\\
0 \text { if } x<7
\end{array}\right.
$$

In $\lambda$-notation, $f$ can be expressed as $(\lambda x(x>7)$ ). Since $f$ is a function from numbers to truth-values, the type of the expression is $\langle e, t\rangle$; this is the type for any expression denoting (the characteristic function of) a set of entities.
(3) The predicate calculus can be given as a typed language; individual constants and variables are of type $e$, formulas are of type $t$, one-place predicates (which denote sets) are of type $\langle e, t\rangle$, two-place predicates are of type $\langle e,\langle e, t\rangle\rangle$, etc

### 13.2.2 The syntax and semantics of $\lambda$-abstraction

The $\lambda$-operator and the rule of $\lambda$-abstraction give us a means for forming compositionally interpretable names of functions Compare, for example, the schematic letter name $f$ with the structurally descriptive name $\left(\lambda x\left(x^{2}+3\right)\right)$. Now, how in general does one form an expression like the latter? Start with an expression that denotes the value of the desired function for a variable argument: in this case, $\left(x^{2}+3\right)$ To form the name of the function which applies to an arbitrary number $x$ and gives as value the number $\left(x^{2}+3\right)$, we "abstract on" the argument variable $x$ and form the $\lambda$-abstract ( $\lambda x\left(x^{2}+\right.$ $3)$ ), consisting of the prefixed $\lambda$-operator $\lambda x$ and the body $\left(x^{2}+3\right)$. More generally, we have the syntactic formation rule in (13-24).
(13-24) $\lambda$-abstraction, Syntax.
If $u$ is a variable of type $a$ and $\alpha$ is an expression of type $b$, then ( $\lambda u \alpha$ ) is an expression of type $\langle a, b\rangle$.

The $\lambda$-operator, like the quantifiers, is a variable-binding operator And like the quantifiers, its semantics makes crucial appeal to variable assignments

But note that the $\lambda$-operator can change the type of its argument, e.g. from $t$ to some functional type, whereas quantifiers take formulas to make formulas and hence do not change their argument-type.
(13-25) $\lambda$-abstraction, Semantics:
Given $u$ of type $a, \alpha$ of type $b, \llbracket(\lambda u \alpha) \rrbracket^{M, g}$ is that function $f$ from $D_{a}$ to $D_{b}$ such that:
for any object $k$ in $D_{a}, f(k)=\llbracket \alpha \rrbracket^{\mathrm{M}, g^{\prime}}$, where $g^{\prime}$ is just like $g$ except that $g^{\prime}(u)=k$.

To take our earlier example, $\llbracket\left(\lambda x\left(x^{2}+3\right)\right) \rrbracket^{M, g}$ is that function $f$ such that for any number $n$ in $D_{e}, f(n)=\llbracket\left(x^{2}+3\right) \rrbracket^{M, g^{\prime}}$. That is, we find the
value of the function for a given argument $n$ by evaluating the body of the $\lambda$-abstract with respect to an assignment that assigns $n$ to $x$. Suppose $n=5$, Then $f(5)=\llbracket\left(x^{2}+3\right) \rrbracket^{M, g^{\prime}}$, where $g^{\prime}(x)=5$; supposing the expressions in the formula have their standard semantics, the value of the expression $\left(x^{2}+3\right)$ on the assignment of 5 to $x$ will be the number 28, where $g^{\prime}$ is the variableassignment which assigns exactly the same values to all variables other than $x$ as $g$ does, but assigns the number $n$ to $x$

The process we have just illustrated is called lambda-conversion: it computes the value of the lambda-expression for the argument the function is applied to It is important to realize that lambda-conversion is fundamentally different from the syntactic process of substituting a constant for a variable in a formula. The former is a semantic and computational process of executing an algorithm for a given argument, the latter should be viewed as a syntactically defined 'transformation' on formulas or a rule of inference which supposedly guarantees that truth is preserved in a particular deductive system Lambda-abstraction gives us the important means to distinguish a function from the set of its values, which has proven tremendously useful for linguistic applications, especially where intensional aspects of meaning play a crucial semantic role (cf. section 13.2.5)

There is an important restriction on lambda-conversion that should be adhered to for $(\lambda u \alpha)(\beta)$ to be logically equivalent to $\alpha^{\prime}$, where $\alpha^{\prime}$ is just like $\alpha$ but with the assignment of $\beta$ to the variable $u$. We have to make sure that in case $\beta$ contains any free variables of some type, they do not accidentally get bound by any quantifiers occurring in $\alpha$ For instance, we cannot convert

$$
(\lambda \phi \exists x(P(x) \& \phi))(Q(x)
$$

to

$$
\exists x(P(x) \& Q(x))
$$

The reason why this conversion would not always be logically equivalent is that $Q(x)$ is interpreted by the given variable assignment in the first formula, but could be interpreted by an $x$-alternative to it in the second formula resulting in different truth-conditions Of course, to avoid accidentally binding free variables one seeks recourse to logically equivalent alphabetic variants of the argument the lambda-term is applied to (cf. section 73 for the notion of alphabetic variants). Similar restrictions apply when the formal language contains operators which have quantificational force, as the intensional language defined in Chapter 15. But we will not discuss these any further here.

Less accurately but quite mnemonically, one can say that ( $\lambda u \alpha)$ denotes a function with $\underline{u}$ as argument and $\llbracket \alpha \rrbracket$ as value.

### 13.2.3 A sample fragment

Drawing together the notions we have introduced thus far, we present the syntax and semantics of a sample formal language-schema TL, a schema for typed languages whose logical constants include all those of the predicate calculus with equality, plus the lambda operator Particular languages $L$ falling under this schema differ in the choice of (non-logical) constants and their interpretation
I. Syntax of TL (13-26) The set $T$ of types of $T L$ is the smallest set such $t$

$$
\text { (i) } e, t \in T
$$

(ii) If $a, b \in T$, then $\langle a, b\rangle \in T$
(13-27) The primative vocabulary of TL consists of the following:
(i) The connectives $\sim, \&, \vee, \rightarrow, \leftrightarrow$
(ii) The quantifiers $\forall, \exists$
(iii) The lambda-operator $\lambda$
(iv) The equality symbol $=$
(v) The parentheses ), (, [,]
(vi) For every type $a$, a denumerably infinite set $V A R_{a}$ containing variables $v_{n, a}$ for each natural number $n$
(vii) For every type $a$, a (possibly empty) set $C O N_{a}^{L}$ of (nonlogical) constants of type $a$

Note: the symbols introduced in (i)-(iv) are called logical constants; their meaning is fixed for all languages in the family TL. The non-logical constants of (vii) are language-particular, and their interpretation must be specified in a model for a particular language $L$.
(13-28) Syntactic rules of TL
The set $M E_{a}$ of meaningful expressions of TL of type $a$ is defined recursively as follows:
(i) For each type $a$, every variable in $V A R_{a}$ and every constant in $C O N_{a}^{L}$ is in $M E_{a}$
(ii) For any types $a$ and $b$, if $\alpha \in M E_{\langle a, b\rangle}$ and $\beta \in M E_{a}$, then $\alpha(\beta) \in M E_{b}$
(iii) For any types $a$ and $b$, if $u$ is a variable of type $a$ and $\alpha \in M E_{b}$, then $(\lambda u \alpha) \in M E_{\langle a, b\rangle}$
(iv) If $\phi$ and $\psi$ are in $M E_{t}$ (are formulas), then the following are also in $M E_{t}: \sim \phi,(\phi \& \psi),(\phi \vee \psi),(\phi \rightarrow \psi),(\phi \leftrightarrow \psi)$.
(v) For any type $a$, if $\phi \in M E_{t}$ and $u$ is a variable of type $a$, then $\forall u \phi$ and $\exists u \phi$ are in $M E_{t}$.
(vi) For any type $a$, if $\alpha$ and $\beta$ are both in $M E_{a}$, then $(\alpha=\beta) \in$ $M E_{t}$

As a particular instance of this schema which we will use for examples in the text and in the exercises, let TLA ("typed language of arithmetic") be syntactically defined by the following choice of constants:
(13-29) Constants of TLA.

$$
\begin{aligned}
& \operatorname{CON}_{\mathrm{e}}^{T L A}=\{\overline{0}, \overline{1}, \overline{2}, \ldots\} \\
& \operatorname{CON}_{\langle\mathrm{e}, t\rangle}^{T L A}=\{\text { even, odd, prime }\} \\
& \operatorname{CON}_{\langle e,\langle e, t\rangle\rangle}^{T L A}=\{\mathrm{gr}\} \\
& \operatorname{CON}_{\langle e, e\rangle}^{T L A}=\{\mathrm{succ}\} \\
& \operatorname{CON}_{\langle e,\langle e, e\rangle\rangle}^{T L A}=\{\text { plus }\}
\end{aligned}
$$

Note that, e.g, $\overline{0}$ is a syntactic name, not a number. In (13-35) these
names are assigned their natural referents.
In practice it is common to drop outermost parentheses, and to drop other parentheses where there is no danger of ambiguity. We will also follow a common practice in using the following, more readable, variables in place of the official ones:
(13-30) Variable conventions

| Type | Variable |
| :--- | :--- |
| $e$ | $x, y, z$ (also with subscripts or primes) |
| $\langle e, t\rangle$ | $P, Q$ |
| $\langle e,\langle e, t\rangle\rangle$ | $R, S$ |
| $\langle e, e\rangle$ | $f$ |

Examples of well-formed expressions of various types of TLA follow.

(13-31) |  | Expression | Type |  |
| ---: | :--- | :--- | :---: |
|  | (i) | $\operatorname{odd}(x) \vee \operatorname{even}(x)$ | $t$ |
| (ii) | $\operatorname{succ}(\operatorname{succ}(x))$ | $e$ |  |
|  | (iii) | $\operatorname{gr}(\overline{3})$ | $\langle e, t\rangle$ |
|  | (iv) | $\operatorname{gr}(\overline{3})(x)$ | $t$ |
|  | (v) | $(\lambda x \operatorname{gr}(\overline{3})(x))$ | $\langle e, t\rangle$ |
|  | (vi) | $(\lambda x \operatorname{gr}(\overline{3})(x))(\operatorname{succ}(\overline{3}))$ | $t$ |

In order to parse a complex $\lambda$-expression, it is often helpful to construct a tree that displays its derivation according to the syntax, just like the derivation trees in 13.1.1 and 131.2 for the two logical languages Such a tree structure is sometimes called a derivation tree or an analysis tree. A derivation tree for (13-31) is given in (13-32).

In the derivation trees for TLA, it is useful to annotate each node first with the type of the expression on that node and, second, with the number of the rule that we applied in constructing that expression. The construction of such a derivation tree can also be valuable aid in working out the semantics of complex expressions, since the semantic interpretation rules correspond rule-by-rule to the syntactic derivation rules. We give the semantics for TL in general below, followed by the language-particular interpretation of the constant of TLA.


## II. Semantics of TL

(13-33) Given a non-empty set $A$, the domain of entities, the set $D_{a}$ of possible denotations of expressions of type $a$ is given by the following definition:
(i) $D_{e}=A$
$D_{t}=\{$ TRUE, FALSE (or 1 and 0 conventionally) $\}$
(ii) For any $a, b \in T, D_{\langle a, b\rangle}=D_{b}^{D_{a}}$, i.e, the set of all functions from $D_{a}$ to $D_{b}$.

The denotation of an expression of a language $L$ of the family TL is defined relative to a model M and an assignment $g$ of values to variables. A model for $L$ is an ordered pair $\mathrm{M}=\langle A, F\rangle$, such that A is a domain of entities and $F$ is a function which provides an interpretation to the primitive non-logical constants of $L$, i.e. a function which maps each constant of type $a$ onto a denotation in $D_{a}$. An assignment $g$ of values to variables is a function which assigns to each variable $v_{n, a}$ a value from the set $D_{a}$.
(13-34) Semantic rules of TL
The denotation of an expression a relative to a model M and an assignment $g$, symbolized $\llbracket \alpha \rrbracket^{M, g}$, is defined recursively, in parallel to the syntactic rules given in (13-28) above, as follows:
(i) (a) If $\alpha$ is a non-logical constant in $C O N_{A}^{L}$, then $\llbracket \alpha \rrbracket^{M, g}=$ $F(\alpha)$.
(b) If $\alpha$ is a variable in $V A R_{a}$, then $\llbracket \alpha \rrbracket^{M, g}=g(\alpha)$.
(ii) If $\alpha \in M E_{\langle a, b\rangle}$ and $\beta \in M E_{a}$, then $\llbracket \alpha(\beta) \rrbracket^{M, g}=$ $\llbracket \alpha \rrbracket^{M, g}\left(\llbracket \beta \rrbracket^{M, g}\right)$.
(iii) $=$ the $\lambda$-rule given in (13-25).
(iv) If $\phi, \psi \in M E_{t}$, then:
$\llbracket \sim \phi \rrbracket^{M, g}=1 \mathrm{iff}\left[\phi \rrbracket^{M, g}=0\right.$
$\llbracket \phi \& \psi \rrbracket^{M, g}=1 \mathrm{iff} \llbracket \phi \rrbracket^{M, g}=1$ and $\llbracket \psi \rrbracket^{M, g}=1$
$\llbracket \phi \vee \psi \rrbracket^{M, g}=1 \mathrm{iff} \llbracket \phi \rrbracket^{M, g}=1$ or $\llbracket \psi \rrbracket^{M, g}=1$
$\llbracket \phi \rightarrow \psi \rrbracket^{M, g}=1$ iff $\llbracket \phi \rrbracket^{M, g}=0$ or $\llbracket \psi \rrbracket^{M, g}=1$
$\llbracket \phi \leftrightarrow \psi \rrbracket^{M, g}=1$ iff $\llbracket \phi \rrbracket^{M, g}=\llbracket \psi \rrbracket^{M, g}$
(v) If $\phi \in M E_{t}, u \in V A R_{a}$, then
(a) $\mathbb{V} u \phi \rrbracket^{M, g}=1$ iff for all $d \in D_{a},[\phi]^{M, g^{d / u}}=1$
(b) $\left[\exists u \phi \rrbracket^{M, g}=1\right.$ iff there is at least one $d \in D_{a}$ such that $\llbracket \phi \rrbracket^{M, 9^{d / u}}=1$.
(vi) If $\alpha, \beta \in M E_{a}$, then $\left\lceil\alpha=\beta \rrbracket^{M, g}=1\right.$ iff $\llbracket \alpha \rrbracket^{M, g}=\llbracket \beta \rrbracket^{M, g}$.

Note that the only language-particular part of the interpretation of a language L of the family TL resides in the choice of a model M , i.e. in the choice of a domain A of entities and an interpretation $F$ of the language-particular, i. e non-logical, constants. The specification of the set of constants and their interpretation $F$ can be thought of as the lexicon of the language. Given the model, the semantic interpretation of the infinite set of expressions of the language is fixed by the recursive semantic rules, which are the same for all typed languages of the family TL.

The semantics for the sample language TLA is fixed by the following specification of a model:
(13-35) A model M for TLA
$\mathrm{M}=\langle A, F\rangle$, where $A=$ the set of natural numbers $\{0,1,2,3, \ldots\}$ and $F$ is specified as follows:
(i) $F(\overline{0})=0, F(\overline{1})=1$, etc.
(ii) $F$ (even) $=$ (the characteristic function of) the set of even numbers
$F($ odd $)=($ the characteristic function of $)$ the set of odd num. bers
$F$ (prime) $=$ (the characteristic function of ) the set of prime numbers.
(iii) $F(\mathrm{gr})$ ("greater than") is that function $f$ such that $f(a)(b)=$ 1 iff $b$ is greater than $a$ Note that $f(a)=$ the (characteristic function of the) set of numbers greater than $a$.
(iv) $F$ (succ) $=$ the successor function
(v) $F$ (plus) is that function $f$ such that $f(a)(b)=a+b ; f(a)$ by itself is a function which takes a single argument and adds $a$ to it.

We can now determine the denotation of the expressions given as examples in (13-31); this we do in (13-36). Denotations must be relative to model M and an assignment $g$; M was given in (13-35), and for $g$ we will choose, arbitrarily, an assignment which assigns the number 2 to every variable. Details are left as an exercise to the reader.

| 36) | Expression $\alpha$ | Denotation $\llbracket \alpha \rrbracket^{M, g}$ |
| ---: | :--- | :--- |
| (i) | $\operatorname{odd}(x) \vee \operatorname{even}(x)$ | TRUE, independent of assignment |
| (ii) | $\operatorname{succ}(\operatorname{succ}(x))$ | 4 |
| (iii) | $\operatorname{gr}(\overline{3})$ | the set of numbers greater than 3 |
| (iv) | $\operatorname{gr}(\overline{3})(x)$ | false, since 2 is not greater than 3 |
| (v) | $(\lambda x \operatorname{gr}(\overline{3})(x))$ | the set of numbers greater than 3 |
| (vi) | $(\lambda x \operatorname{gr}(\overline{3})(x))(\operatorname{succ}(\overline{3}))$ | TRUE, since 4 is greater than 3 |

### 13.2.4 The lambda-calculus

The pure lambda-calculus is a theory of functions as rules. It was developed around 1930 to serve as foundation for logic and mathematics in its type-free version, in which any function may be its own argument. (In Zermelo-Fraenkel set-theory such self-application was ruled out by the axiom of foundation.) Despite the paradoxes that arose in such unrestricted type-free systems, a consistent part of the theory has turned out to be extremely useful as a formal theory of (partial) recursive functions. It has more recently been successfully applied in computer science for instance in the semantics of programming languages. In linguistics it is not the entire system of lambda-calculus, but rather its operation of lambda-abstraction and conversion that have proven extremely useful as we will discuss in more
detail in the next section. The present section contains a very elementary exposition of the lambda-calculus itself, illustrating how fundamental a theory of functions it really is.

The syntax of the lambda-calculus is very simple. The set $\Lambda$ of lambdaterms and formulas of the lambda-calculus are defined in (13-37) recursively.
(13-37) Syntax of the lambda-calculus

| Lexicon: $x, y, \ldots$ | -variable |
| :--- | :--- |
| $\lambda$ | -lambda-abstractor |
| Rules: | (,) $r$ |
| (i) $x \in \Lambda$ | -parentheses |
| (ii) if $M \in \Lambda$ then $(\lambda x M) \in \Lambda$ (abstraction) |  |
| (iii) if $M, N \in \Lambda$ then $(M N) \in \Lambda$ (application) |  |
| (iv) if $M, N \in \Lambda$ then $M=N$ is a formula |  |

The axiomatization of the theory is given in (13-38). Here $M, N$ and $Z$ are arbitrary lambda-terms.
(13-38) Axiomatization of the lambda-calculus
(i) $(\lambda x M) N=M^{\prime}$ which is $M$ with every occurrence of $x$ replaced by $N$ (conversion)
(ii) $=$ is reflexive, symmetrical and transitive
(iii) if $M=N$ then $M Z=N Z$
(iv) if $M=N$ then $Z M=Z N$
(v) if $M=N$ then $(\lambda x M)=(\lambda x N)$

If $M=N$ can be proven from these axioms, we say that $M$ and $N$ are convertible. It must be noted that there is a certain asymmetry in for instance the equation expressed in (13-39).
$(13-39)(\lambda x \operatorname{succ}(x))(\overline{3})=4$

The statement in (13-39) can be interpreted as " 4 is the result of computing the successor of 3 ", but not vice versa. This asymmetry is expressed overtly by calling the computation a reduction of $(\lambda x \operatorname{succ}(x))(\overline{3})$ to 4 . One of the central theorems of the lambda-calculus, called the Church-Rosser theorem, says that if two terms can be converted, then there is a term to which both can be reduced There are many more notions of conversion and reduction definable in the lambda-calculus than we introduced here Our rule (13-25) is sometimes called $\beta$-conversion.

The lambda-calculus it itself not a logical, inferential system, but we can define the usual predicate logical concepts in lambda-terms as in (13-40). We give here the definitions from Henkin (1963), which are also presented in Gallin (1975) Here we use a typed language merely for convenience and coherence with the previous sections: $\phi$ and $\psi$ are variables of type $t$, i.e. formula-variables, and $f$ is a variable of type $\langle t, t\rangle$

$$
\begin{aligned}
& \text { (13-40) } \mathrm{TRUE}={ }_{d e f}((\lambda \phi \phi)=(\lambda \phi \phi)) \\
& \text { FALSE }={ }_{\text {def }}((\lambda \phi \phi)=(\lambda \phi \text { TRUE })) \\
& \sim=_{d e f}(\lambda \phi(\text { FALSE }=\phi)) \\
& \&={ }_{\text {def }}(\lambda \phi \lambda \psi(\lambda f(f(\phi)=\psi)=\lambda f(f(\text { TRUE })))) \\
& \rightarrow={ }_{d e f}(\lambda \phi \lambda \psi(\phi \& \psi=\phi) \\
& V=\operatorname{def}(\lambda \phi \lambda \psi(\sim \phi \rightarrow \psi)) \\
& x_{a} A={ }_{d e f}\left(\lambda x_{a} A=\lambda x_{a} \text { TRUE }\right) \\
& \exists x_{a} A={ }_{\text {def }} \sim x_{a} \sim A
\end{aligned}
$$

In (13-40) the definitions of the disjunction and the existential quantifier are already quite familiar from Chapter 7 In developing an intuition for what the other definitions do, we can understand for instance the definition of conjunction as the operation of assigning the truth-value TRUE to both formulas and of the conditional as stating that the information that $\psi$ is true is already contained in the information that $\phi$ is true

Church showed that the part of the lambda-calculus which is concerned only with functions provides a good formalization of the intuitive concept of 'effectively computability' as lambda-definability. Alan Turing in 1937 analyzed the notion of machine-computability, which came to be called Turingcomputability, and proved its equivalence to lambda-definability It is remarkable that despite the very simple syntax of lambda-calculus the system is strong enough to describe all computable functions. This makes it in fact a
paradigmatic progiamming language, laying out the applicative behavior of the computational procedures in their barest form But it is for most practical purposes not a very handy programming language, exactly because of its completely transparent structure. Yet several well-known programming languages have some features which resemble the lambda-calculus. In LISP, for instance, procedures can be arguments of procedures, as well as output of procedures.

Due to the fact that functions could take themselves as arguments, ie. the type-free character of the pure lambda-calculus the question arose what models of the theory could look like A set $X$ was needed into which the entire function space $X \rightarrow X$ could be embedded, which was impossible in ordinary set-theory due to Cantor's theorem (cf. Chapter 4). Dana Scott in 1969 developed models of the type-free lambda-calculus by taking only the continuous functions on $X$ Only then did it become clear how a denotational semantics of programming languages could be constructed. This has opened a vast area for innovative research in the common aspects of the semantics of programming and natural languages. The interested reader is referred to Barendregt (1984) for a complete introduction to the mathematical aspects of lambda-calculus and Scott domains.

### 13.2.5 Linguistic applications

In this section we will briefly discuss a few of the many applications to natural language semantics that have made lambda-abstraction a basic tool in the development of formal semantics. In general, lambda-expressions provide a means for giving compositionally analyzable names to functions of arbitrary types. This can be richly exploited in giving a compositional semantics for natural languages like English which have a large number of syntactic categories and quite a variety of recursive mechanisms that end up embedding expressions of one category in expressions of another or the same category. Lambda-expressions can make explicit how the interpretation of a relative clause is a function of the interpretation of a corresponding open sentence, how predicate negation or conjunction is related to sentential negation or conjunction, how the meaning of a passive verb can be defined in terms of the meaning of a corresponding active verb, etc Lambdas can also be used to make explicit the interpretation of various grammatical morphemes or function words, such as reflexive clitics and other "argument-manipulating" devices, logical determiners such as every and no, the comparative morpheme -er, etc We will illustrate just a few of these applications below;
for other illustrations and references to more, see Montague (1973), Cresswell (1973), Partee (1975), Williams (1983), Dowty, Wall and Peters (1981), Dowty (1979), Janssen (1983), and in fact much of the formal semantics literature since the mid-1970's Lambdas became widely known to the linguistic community through the work of Montague, but Montague was not their inventor (Alonzo Church was: see Church (1941)), and one does not have to be a "Montague grammarian" or even a formal semanticist to find them useful.

What does it mean to give compositionally analyzable names to functions? The contrast is similar to that between proper names like John and definite descriptions like the oldest student in the semantics class. In much common mathematical practice, and in most of this book, functions are referred to with proper names, either coined on the spot or established names like Meet or + , or with typical variables in place of names, like $f$ and $g$ In the language TL and other such typed languages that include lambda abstraction, we have not only the possibility of including as many proper names of functions as we wish but also the possibility of building up structured function- denoting lambda-expressions for which the semantics specifies just what function each such expiession denotes.

## I. Phrasal conjunction

One very simple and elegant application of lambda-abstiaction which Montague exploited in PTQ is its use in defining the interpretation of "Boolean phrasal conjunction, disjunction, and negation in terms of sentential conjunction, disjunction, and negation respectively. (The term "Boolean" phrasal conjunction refers, for reasons the reader will appreciate, to the kind of phiasal conjunction illustrated in the examples below, as opposed to e.g. the group-forming NP conjunction illustrated by "John and Mary are a happy couple", or the irreducibly phrasal conjunction of adjectives in "a red and white dress".)

To illustrate this application, we give below a few syntactic rules in simple phrase-structure-rule form together with corresponding schematic translation rules We will comment on the nature of such rules after illustrating them.

| Syntactic Rule | Translation Into TL |
| :--- | ---: |
| $\mathrm{S} \rightarrow \mathrm{S}$ and S | $S_{1}^{\prime} \& S_{2}^{\prime}$ |
| $\mathrm{S} \rightarrow \mathrm{S}$ or S | $S_{1}^{\prime} \vee S_{2}^{\prime}$ |
| $\mathrm{VP} \rightarrow \mathrm{VP}$ and VP | $\lambda x\left(\mathrm{VP}_{1}^{\prime}(x) \& \mathrm{VP}_{2}^{\prime}(x)\right)$ |
| $\mathrm{NP} \rightarrow \mathrm{NP}$ or NP | $\lambda P\left(\mathrm{NP}_{1}^{\prime}(P) \vee \mathrm{NP}_{2}^{\prime}(P)\right)$ |

First a note on the NP interpretations presupposed here: as we will discuss later in this subsection, we interpret NPs as generalized quantifiers, of type $\langle\langle e, t\rangle, t\rangle$. We use $P$ and $Q$ as variables of type $\langle e, t\rangle$.

Second a note on the nature of these rules: The syntactic rules are given in familiar phrase-structure form, but could easily be recast in the recursive format specified earlier When dealing with simple context-free grammars, it is straightforward to convert a grammar of one form to one of the other. The translation rules are not semantic interpretation rules as defined above, since they specify expressions in TL as their output rather than model-theoretic objects The first rule, for instance, says that the translation into TL of any expression formed by application of the first syntactic rule will be formed by taking the translations of the two parts and putting an \& between them. (We subscript the S's in the translation simply to distinguish occurrences) The resulting formula of TL will itself be semantically interpreted according to the semantic rules of the language TL, which we do not repeat here (see Section 13.2.3). As Montague showed, as long as the translation rules are compositional and the semantic interpretation of the intermediate language is compositional, the intermediate language could in principle be eliminated and a compositional model-theoretic semantic interpretation given directly to the source language (in this case a fragment of English.) But the use of an intermediate language is at least convenient; whether such an intermediate language plays a role in capturing "linguistically significant generalizations" is a point of some debate

In any case we will continue to use the conventions illustrated above in giving short versions of rules, including the convention of using primes ( ${ }^{\prime}$ ) to indicate the translations of the parts.

In order to illustrate the workings of the rules above, we need to combine them with a few other rules for simple sentences; these follow Montague's treatment in PTQ except for supressing intensionality.

| S | $\rightarrow$ | NP VP | $N P^{\prime}\left(V P^{\prime}\right)$ |
| :---: | :---: | :---: | :---: |
| NP | $\rightarrow$ | some/a CN | $\lambda P .(\exists x)\left(C N^{\prime}(x) \& P(x)\right)$ |
| NP | $\rightarrow$ | every CN | $\lambda P \cdot(\forall x)\left(C N^{\prime}(x) \rightarrow P(x)\right)$ |
| NP | $\rightarrow$ | John, Mary, | $\lambda P . P(j)$, etc |
| VP | $\rightarrow$ | walks, talks, | walk', talk', |
| CN | $\rightarrow$ | man, woman, | man $^{\prime}$, woman', |

Using these rules and lambda-conversion, the reader can verify equivalences and non-equivalences like the following.
(13-41) (a) John walks and talks is equivalent to:
(b) John walks and John talks
(13-42) (a) Some man walks and talks is not equivalent to:
(b) Some man walks and some man talks

Before linguists had learned to exploit lambdas, Boolean phrasal conjunction was treated syntactically by positing some kind of "conjunction reduction" transformation or schema, which would, for example, derive (13-41a) above from the full conjoined sentence (13-41b) But as (13-41) and (1342) together illustrate, syntactic conjunction reduction sometimes preserves meaning and sometimes does not It is now widely appreciated that the actual distributions of forms and meanings in such cases of Boolean phrasal conjunction can be more systematically explained by directly generating the phrasal conjunctions syntactically and using semantic rules like those formulated above with lambdas to interpret them It thus appears that the intuition that phrasal conjunction is derivative from sentential conjunction is best regarded as based on semantic rather than syntactic generalizations. Direct syntactic generation combined with compositional semantic interpretation can, if all goes well, capture the scopal interactions of conjunction with other scopally relevant parts of the interpretation, without any special stipulations.

Further linguistic research has been and continues to be concerned with exploring the limits and gener alizability of such an approach to Boolean conjunction as well as analyzing the various sorts of non-Boolean conjunctions (mentioned above) and their interrelations. One major generalization explored by Keenan and Faltz (1985), Gazdar (1980), and Partee and Rooth (1983) centers on the observation that the particular translation rules given above for VP-conjunction and NP-disjunction should not have to be stipulated: it should be possible to predict them just by knowing (i) the interpretation of sentential conjunction and disjunction and (ii) the semantic types associated with the syntactic categories VP and NP. Partee and Rooth propose a schema for generalized conjunction, recursively defined, which has those properties, and which replaces the individual explicit rules given above, so that the lambdas no longer play an overt role. But the functions that are denoted by those lambda-expressions are playing the same central role in the resulting account, and the lambda notation for denoting them compositionally helped to make the relevant generalizations findable

## II. Relative clauses

Another construction whose semantics has been much better understood since the introduction of lambdas into the linguist's toolbox is the relative clause. While many open problems remain concerning both the syntax and the semantics of relative clauses of various kinds in various languages; we can at least give one very straightforward account of one very basic kind of relative clause construction as another good sample application of lambdaabstraction The account is probably approximately correct for some reallife cases and at least suggestive of how to proceed for others We will stick to the syntactically simplest sorts of examples so as to be able to concentrate on the central aspects of the compositional semantics of the construction

There are two parts to the account of relative clauses: their internal syntax and semantics, i e how they are formed and interpreted, and the syntax and semantics of the construction through which they come to modify nouns or noun phrases. Let's look at these in turn.

What we call relative clauses are modifiers which play an adjectival sort of role but which are formed in some sense from sentences Lambda-abstraction provides an explicit way to say exactly that, as long as we assume that the relevant "underlying sentences" are open sentences, i.e., sentences whose interpretation contains a free variable in the "relativized position" (a position which may end up occupied by a gap or a resumptive pronoun depending on the construction) So, for example, we might take all the relative clauses in (13-43b) and ( $13-44 \mathrm{~b}$ ) below to be derived from something like the sentences (or almost sentences) in (13-43a) and (13-44a). If the translations of the sentences are as given in (13-43c) and (13-44c), the translations of the relative clauses can be derived by lambda-abstraction on the relativized variable, as shown in (13-43d) and (13-44d). One can read the expression in (13-43d) in quasi-English, a bit loosely, as "the property of being an $x_{3}$ such that Mary loves $x_{3}$ " (This is loose because "property" is normally an intensional notion and the literal interpretation is just the characteristic function of a set; but when talking about the model-theoretic interpretations in English, explicit set-talk simply tends to be cumbersome, and the misrepresentation is harmless as long as the context does not allow real misinterpretation.)
(13-43) (a) Mary loves $e_{3}$
(b) who(m) Mary loves; that Mary loves; such that Mary loves him
(c) $\operatorname{love}^{\prime}\left(m, x_{3}\right)$
(d) $\lambda x_{3}$.love $\left(m, x_{3}\right)$
(13-44) (a) $e_{2}$ hates John
(b) who hates John; who ${ }_{2} e_{2}$ hates John;
such that he/she hates John
(c) $\operatorname{hate}^{\prime}\left(x_{2}, j\right)$
(d) $\lambda x_{2} \operatorname{hate}^{\prime}\left(x_{2}, j\right)$

The semantic type of the open sentences is $t$, so when we do lambdaabstraction with respect to a variable of type $e$, the type of the resulting expressions in (13-43d) and (13-44d) is $\langle e, t\rangle$, the type functions from entities to truth values, i.e. the type of characteristic functions of sets of entities So (13-43d) denotes the set of entities that Mary loves, and (13-44d) the set of entities that hate John This is the same type that is assigned to simple predicative adjectives like purple or carnivorous Lambda-abstraction on open sentences gives us an infinite stock of such predicates.

Note that we have not actually given explicit syntactic and semantic rules for forming relative clauses but have simply specified what the effects of the rules should be. This is for two reasons. The obvious one is to avoid descriptive complications and maintain theoretical neutrality as regards the syntax of relative clauses; the less obvious one is that in the immediately preceding example it was important to be explicit about the interpretation of NPs as generalized quantifiers, while in this example that would just present extraneous complications (though no substantive problems), so we have presented the translations in the form they would have after some steps of lambda conversion had replaced the original translations of the proper names and the gaps or pronouns by expressions of type $e$ The one addition to the previous fragment that does need to be mentioned is the addition of the gaps or pronouns: the simplest way to add them for our purposes (though this is an area rife with competing approaches) is to assume that the syntax (via the lexicon) contains among its NPs an infinite supply of indexed gaps (here represented as $e_{1}, e_{2}$, etc.) and/or pronouns (he $e_{1}, h e_{2}$, etc), whose translations are just like the translations of the proper nouns John, Mary, etc., given in the previous fragment except containing variables like $x_{1}, x_{2}$, etc. instead of constants like $j, m$. The relative clause formation rule has to be sensitive to a choice of relativized variable, since an underlying sentence might contain more than one, and the rule would not be compositional if with the same input it could give us two non-synonymous outputs - it would then not be possible to determine the meaning of the whole as a function of
the meanings of the parts plus their syntactic mode of combination Aside from that, the only complications in the rule are the syntactic ones, the semantics being simple lambda- abstraction

Now how do relative clauses combine with nouns or noun phrases? This is also an area of controversy and possibly of typological diversity as well But as discussed in Partee (1973), one can make the case that compositionality requires that relative clauses combine with common noun phrases to form common noun phrases in order for a determiner like no, every, or most to have the relative clause as well as the head noun within its scope. While this claim can be challenged as well, we will assume that the basic external syntax of relative clauses is as given in (13-45a); the corresponding semantic interpretation rule is then just a kind of predicate conjunction, as given in (13-45b) The semantic type of both constituent expressions and of the result is $\langle e, t\rangle$.
(13-45) (a) $\mathrm{CN} \rightarrow \mathrm{CN}$ REL
(b) $\lambda x\left(\mathrm{CN}^{\prime}(x) \& \operatorname{REL}^{\prime}(x)\right)$

We can illustrate the combined results of the relative clause formation rule and the rule in (13-45) by putting the relative clause in (13-44) together with the CN woman to form the CN phrase woman who hates John. The structure is shown in (13-46a) and the translation in (13-46b). The expression ( $13-46 \mathrm{~b}$ ) is of a form to which lambda-conversion can apply; applying it gives ( $13-46 \mathrm{c}$ ) as an equivalent but simpler expression
(13-46) (a) [[woman] [who hates John]]
(b) $\lambda x\left(\operatorname{woman}^{\prime}(x) \& \lambda x_{2}\left(\operatorname{hate}^{\prime}\left(x_{2}, j\right)\right)(x)\right)$
(c) $\lambda x\left(\operatorname{woman}^{\prime}(x) \& \operatorname{hate}^{\prime}(x, j)\right)$

Since (13-46c) cannot be simplified further, it is an example of what is meant by a "reduced translation": an expression logically equivalent to the actual translation but simplified as much as possible by applying lambdaconversion (and any other relevant simplifying rules the given system may contain). Whether there is always a unique reduced form is a question that can be remarkably difficult and which depends in any case on what the full power of a particular system is.

Other constructions exhibiting unbounded dependencies also appear quite generally to have interpretations which include lambda- abstraction on the
position corresponding to the gap or pronoun introduced in the construction (if there is one) One such construction is WH-questions (see especially Groenendijk and Stokhof 1989) As a first step toward an interpretation, we might say that the question in (13-47a) is translated as in (13-47b); of course ( $13-47 \mathrm{~b}$ ) itself does not specify an interpretation until one provides an interpretation for the expression which man Much of the debate about the semantics of interrogatives concerns that last point; most theories agree on the aspects of the interpretation represented by (13-47b) (with important differences, however, concerning the possible scope interactions between operators inside the body of the question and expressions that are part of the wh-phrase)
(13-47) (a) Which man does Mary believe that Susan wants to marry $e_{1}$ ?
(b) (which man) $)^{\prime}\left(\lambda x_{1}\right.$ (Mary believes that Susan wants to marry $\left.x_{1}\right)^{\prime}$ )

Other unbounded dependency phenomena for which analyses using lambda abstraction have been proposed include focus phenomena, the comparative construction (Cresswell 1976), topicalization (Gazdar et al 1985), and the pseudocleft construction (Partee 1984). Partee (1979) suggests the following generalization:
(13-48) All and only unbounded syntactic rules are interpreted semantically by rules that bind variables which were free in one or more of the input expressions.

The generalization as proposed allows that such variable binding may be either by quantification or by lambda-abstraction; in terms of primitiveness, it is worth noting that it is possible to have lambda-abstraction as the only primitive variable-binding operator and define the quantifiers in terms of it (see (13-40)), but not vice versa Although the generalization is too theory dependent to admit of direct confirmation or refutation, its plausibility suggests that lambda-abstraction can provide a valuable tool for capturing important semantic generalizations

## III. Generalized quantifiers

Generalized quantifiers will be the topic of the next chapter; here we just introduce them briefly as one of the linguistically very important innovations
that is crucially dependent on having higher types available than are found in predicate logic Lambda abstraction provides a good way of giving the explicit semantics for generalized quantifiers and for the determiner meanings that may go into building them up

As indicated implicitly in earlier examples, we can treat NP's as forming a semantic as well as a syntactic constituent within a typed logic like Montague's, and this was one of the most influential of Montague's innovations in his classic paper "PTQ" (Montague 1973). The NP's every man, some man, John, and Mary given in the earlier fragment are interpreted as generalized quantifiers; the reader should convince herself that their type is $\langle\langle e, t\rangle t\rangle$ (e.g by drawing a derivation tree for the logical expression which translates each of them and labelling each node with the type of the expression.)

Given those interpretations of every man and some man, it is possible to abstract on the CN position and get back a statement of the meaning of the Det We do this for some in (13-49a-b) and for every in (13-50a-b).
(13-49) (a) some CN: $\quad \lambda P .(\exists x)\left(\mathrm{CN}^{\prime}(x) \& P(x)\right)$
(b) some: $\quad \lambda Q \lambda P(\exists x)(Q(x) \& P(x))$
(13-50) (a) every CN: $\quad \lambda P(\forall x)\left(\mathrm{CN}^{\prime}(x) \rightarrow P(x)\right)$
(b) every: $\quad \lambda Q \lambda P(\forall x)(Q(x) \rightarrow P(x))$

The reader should immediately verify that applying the determiner meaning given for some or every to a CN translation like $\mathrm{man}^{\prime}$ will indeed give an expression equivalent to the specified translation for some man or every man One lambda-conversion step should show the equivalence

We can now replace the two earlier rules which introduced every and some syncategorematically (ie without assigning them to any category) by the single rule "NP $\rightarrow$ Det CN" together with lexical entries for the specific Dets. More members of the category Det will be discussed in Chapter 14

We will go through the translation and simplification via lambda conversion of the sentence Some man walks, whose syntactic structure is given in (13-51).
(13-51)


We see from the last line that the translation of Some man walks in this system ends up, after lambda conversion, the same as its translation in predicate logic. The difference is not in the interpretation but in whether or not that interpretation is arrived at compositionally on the basis of a reasonable natural language syntax In predicate logic there is no way to view the interpretation of the NP as a constitutent; in a more richly typed system there is. The treatment of NPs as generalized quantifiers has turned out to yield a very fruitful domain of research; some of the work in this area is reported in Chapter 14.

## IV. VP-deletion

Yet another early recognized application of lambda-abstraction was in the analysis of VP-deletion, and in particular to capture the distinction between the so-called "strict identity" and "sloppy identity" readings of sentences like (13-53)
(13-53) John believes he's sick and Bill does too.

The first step in the analysis is to recognize that the first conjunct, repeated in (13-54), is ambiguous even excluding the possibility of he referring to someone other than John, an ambiguity involving a bound variable reading of the pronoun, as represented in (13-54a), vs a "pragmatic" or "coreferential" reading of the pronoun, represented in (13-54b) by simply translating the pronoun as the constant $j$ Although (13-54a) and (13-54b) yield the same truth conditions, they involve differences in what corresponds to the VP believe he's sick that do lead to truth-conditional differences in VP-deletion sentences like (13-53)
(13-54) John believes he's sick
(a) $\left(\lambda x\right.$. believe $\left.^{\prime}\left(x, \operatorname{sick}^{\prime}(x)\right)\right)(j)$
(b) believe ${ }^{\prime}\left(j, \operatorname{sick}^{\prime}(j)\right)$

The corresponding pair of interpretations for the VP believe he's sick are given in (13-55a-b). In effect, the VP in the interpretation in (13-55a) denotes the property of believing oneself to be sick, while that in (13-55b) denotes the property of believing John to be sick.
(13-55) believe he's sick
(a) $\lambda x$ believe $^{\prime}\left(x, \operatorname{sick}^{\prime}(x)\right)$ : call this $P_{1}$
(b) $\lambda x$.believe $\left(x, \operatorname{sick}^{\prime}(j)\right)$ : call this $P_{2}$

The ambiguity in the original sentence (13-53) is then accounted for by the ambiguity of the antecedent VP, as represented in (13-55a-b), together with the principle that the missing VP is interpreted as semantically identical to the antecedent VP. The reader is invited to work out that lambdaconversion yields the two appropriate readings for Bill does too from the representations in (13-56).
(13-56) Bill does too
(a) $P_{1}(b)$
(b) $P_{2}(b)$

It has been noted by many semanticists, including Dahl, McCawley, and Keenan in the early 1970's, that the term "sloppy identity" is a bit of a misnomer resulting from the early syntactic approaches to the problem (the term was coined by J.R. Ross) and the possibility of gender differences in
examples like John finished his homework before Mary did and that in fact the syntactically "sloppy" identity is a reflection of strict semantic identity.

The semantics of VP-deletion is basically just identity of VP interpretation; lambdas simply help articulate the relevant VP interpretations.

## V. Passive

Lambdas are also very useful for expressing the interpretations of various rules or operations which manipulate the argument frames of verbs or verb phrases and other predicates The passive construction makes an interesting example, since it was generally regarded as a transformation of a sentence structure within transformational grammar but within contemporary formal semantics the debate is more over whether passive is a phrasal or a lexical operation. We will illustrate first the phrasal passive analysis of Bach (1980) and then compare it with the lexical appioach of Dowty, Bresnan and others.

In order to focus on the relevant issues, we should make one simplification and remove one earlier simplification. The simplification we will make is to treat all NP's as of type $e$, and restrict the NP's in examples to proper nouns so that no harm can be done by the simplification. The earlier simplification that we should now undo was never introduced officially but appeared in examples: in examples like (13-43), (13-44), and (13-45) we followed the practice of predicate logic in representing transitive verbs as two-place relations that combine with an ordered pair of arguments. Here we will follow Montague and other semanticists in interpreting a transitive verb as a function which applies to the interpretation of the direct object to yield another function which applies to the interpretation of the subject to yield a truth value. So transitive verbs will be treated as of type $\langle e,\langle e, t\rangle\rangle$ (still assuming that we are treating all NP's as being of type e.) The rule for combining them with their object to make a VP is given in (13-57)

$$
\text { (13-57) VP } \rightarrow \text { TVP NP } \quad \text { Translation: } T V P^{\prime}(N P)^{\prime}
$$

A syntactic derivation tree for the simple sentence John loves Mary is given in (13-58a); a corresponding semantic derivation tree with its nodes labeled with the corresponding types and translations is given in ( $13-58 \mathrm{~b}$ ).
(13-58) (a)
John loves Mary ; S

(b)


Note that what is represented in predicate logic as $\operatorname{love}^{\prime}(j, m)$ is now written love ${ }^{\prime}(m)(j)$, reflecting the order in which the function is combined with its arguments rather than the or der of the NP's in the English sentence. It is customary in Montague grammar to retain the former notation as a conventional abbreviation of the latter, however.

Now we can state the phrasal passive rule which derives a passive verb phrase from a transitive verb (phrase) as proposed by Bach (1980). The operation written $E N$ in (13-59) is the operation which puts the first verb of its argument into the passive participle form, and adds a be before it. Since the passive rule is not a simple phrase structure rule, we have stated it in a form closer to the standard recursive format of the earlier sections of this chapter
(13-59) Phrasal passive rule for agentless passives Syntax: If $\alpha$ is a TVP, then $E N(\alpha)$ is a PVP (Passive VP). Semantics: If $\alpha$ translates as $\alpha^{\prime}$, then $E N(\alpha)$ tianslates as

$$
\lambda x(\exists y)\left(\alpha^{\prime}(x)(y)\right)
$$

The passive verb phrase be loved is then translated as shown in (13-60)
(13-60) be loved: $\quad \lambda x(\exists y)\left(\operatorname{love}^{\prime}(x)(y)\right)$

In the example just given, the TVP was a lexical transitive verb, love.

The rule is also intended to apply to what Bach analyzes as phrasal transitive verbs (meaning phrases which function as transitive verbs, not phrases which contain transitive verbs), such as the italicized (discontinuous) TVP's in (1361)
(13-61) Phrasal TVP's: give a book to John
give John a book
persuade John to leave
buy this book to read to the children

A competing hypothesis is that passive is a lexical rule, as proposed by Dowty (1978) and Bresnan. The statement of the rule could be identical in its syntax and its semantics to the phrasal rule given above, but restricted to apply only to lexical items. The difference between the lexical and phrasal versions of the rule is subtle, much less than the difference between a syntactic and a lexical treatment of passive in earlier transformational approaches. The lexical rule in its most basic form does not apply to the phrasal verbs illustrated in (13-71). But it is not difficult to extend it to a schema applying to lexical verbs of all categories TVP/X, i.e all categories of verbs which take some kind of complement to form a transitive verb (phrase). The basic strategy for doing this is similar to the strategy used in defining phrasal conjunction in the beginning of this subsection (In the terminology one encounters in the literature on categorial grammar and type-changing operations, we would want to "lift" the passive operation from an operation on TVP-type interpretations to an operation on functions that have TVP-type interpretations as their values. To write this out explicitly in detail is a bit too complicated to do here in this case, since TVP's are already of a slightly complicated type, the semantics of the basic passive operation is slightly complex, and the various complements and adjuncts that enter into phrasal TVP's are of types we have not discussed.)

Whether phrasal or lexical, lambdas help provide an explicit and perspicuous statement of the semantics of the passive construction

## VI. Meaning postulates and lexical rules

Dowty $(1978,1979)$ discusses a wide variety of other governed rules which he proposes to treat as lexical rules, and lambdas figure prominently in the semantics. In discussing lexical rules, we should discuss meaning postulates at the same time, since the two are often closely related in form, and the
choice of which is more appropriate to use in a particular case is generally an empirical linguistic issue.

Among the phenomena that have been analyzed in terms of meaning postulates and/or lexical rules are causative verbs, detransitivization, morphological reflexives, adjectival un- prefixation, object raising, "dative movement", the relation between seek and try to find and that between want and want to have, and many of the more semantically regular parts of derivational morphology. The best general reference, and the starting point for much work in this area, is Dowty (1979).

We will discuss just one of these phenomena, causative verbs, and use that discussion to illustrate both meaning postulates and lexical rules and the relation between them. This will also give us a good opportunity to show how lambda-expressions are arrived at by specifying what one wants them to do.

Consider the (much-discussed) relation between transitive and intransitive break in English. There are differences of opinion as to just what the semantic relation between the two is. Many linguists believe (I) that it is at least true that (13-62a) entails (13-62b) Some believe (II) that (13-62a) and ( $13-62 \mathrm{~b}$ ) entail one another, i e are logically equivalent. Others are doubtful about claim (II) but believe (III) that a similar claim holds true, but with an abstract and possibly universal causative operator "CAUSE" whose interpretation is not exactly identical to that of the English word cause Some believe neither (II) nor (III) but believe that (I) (or a variant of I with CAUSE in place of cause) is the strongest generalization that can be made; that is, that (13-62b) captures part of the meaning of (13-62a) but does not exhaust it.
(13-62) (a) John broke the window.
(b) John caused the window to break

In stating the relevant translations of these sentences, we will use break for the transitive verb and break for the intransitive; we translate the window simply as an $e$ - type constant $w$; and we will introduce without motivating it an operator THAT which applies to a formula to give a proposition- denoting expression. (Discussion of such an operator would need notions that will be introduced in Chapter 15; but nothing relevant in the present example depends on the occurrence of this operator in it.) Then we can translate (13-62a) (uncontroversially) as in (13-63a) and (13-62b) (controversially) as in (13-63b). We ignore tense throughout.
(13-63) (a) $\operatorname{break}_{2}^{\prime}(w)(j)$
(b) $\operatorname{cause}^{\prime}\left(j\right.$, THAT $\left.\left(\operatorname{break}_{1}^{\prime}(w)\right)\right)$

Now we can state the three claims (I), (II), and (III) in terms of three alternative "meaning postulates" one could write. (See Carnap (1947) for the introduction of the term and Partee (1975) for its use to describe what Montague introduced as restrictions on possible interpretations.) One way to think of these meaning postulates is as capturing explicitly some aspects of the lexical semantics of the elements mentioned in the postulates; the cases linguists are generally most concerned to make explicit are those in which the given aspects of the lexical semantics play a crucial role in some general inference patterns, especially where whole families of lexical items participate in common inference patterns (as is the case with causative verbs.)

(13-64) | MP I: $\quad(\forall x)(\forall y)\left[\operatorname{break}_{2}^{\prime}(y)(x) \rightarrow \operatorname{cause}^{\prime}\left(x, \operatorname{THAT}\left(\operatorname{break}_{1}^{\prime}(y)\right)\right)\right]$ |  |
| ---: | :--- |
|  | MP II: $(\forall x)(\forall y)\left[\operatorname{break}_{2}^{\prime}(y)(x) \leftrightarrow \operatorname{cause}^{\prime}\left(x, \operatorname{THAT}\left(\operatorname{break}_{1}^{\prime}(y)\right)\right)\right]$ |
|  | MP III: $(\forall x)(\forall y)\left[\operatorname{break}_{2}^{\prime}(y)(x) \leftrightarrow \operatorname{CAUSE}\left(x, \operatorname{THAT}\left(\operatorname{break}_{1}^{\prime}(y)\right)\right)\right]$ |

With respect to the relationship between meaning postulates and lexical rules, the most important difference among the three meaning postulates above is that between MP I and MPs II and III: only the latter two, involving full equivalence between the two sides, can be turned into lexical rules defining transitive break as the causative of intransitive break.

We will use MP II to illustrate how the conversion from meaning postulate to lexical rule can be done in such cases. First note that there is an asymmetry in the ioles of break $k_{2}^{\prime}$ and break in the meaning postulate: the postulate implicitly gives us a definition of break in terms of break but not straightforwardly vice versa To see how to turn the meaning postulate, already an implicit definition, into an explicit definition of break ${ }_{2}$, look at break $k_{2}$ as a function which applies to two arguments in turn. The right-hand side of the equivalence tells us what the value of that function is given interpretations of cause and of break . But that means the right-hand side is already perfectly suited to be the body of a lambda-expression; all we have to do is abstract in the right order on the two argument variables of break. Which order? Well, since the transitive verb applies first to its direct object argument (the $y$ argument in MP II), that should be the argument the first lambda-operator binds. (I e. "first argument first" in the lambda-notation
we are using. Be careful, since this is not always uniform across different notational versions of the lambda-calculus.) The result is the definition in (13-65)
(13-65) break $_{2}^{\prime}=\lambda y \cdot \lambda x \cdot \operatorname{cause}^{\prime}\left(x\right.$, THAT( $\left.\left.\operatorname{break}_{1}^{\prime}(y)\right)\right)$

All we then need to turn this into a lexical rule is to abstract away from the specific lexical items break $_{1}, b r e a k_{2}$ and cast this into a rule applying to a certain class of intransitive verbs to derive a causative transitive verb from them, with the similarly generalized form of (13-65) providing the corresponding interpretation rule
(13-66) Lexical Rule For Causative Verb Formation (Assuming MP II)

Formation Rule: If $\alpha$ is an intransitive verb with such-and-such properties, then $F(\alpha)$ is a transitive verb. ( $F$ in English is mostly the identity function.)
Semantic Rule: The translation of the derived verb $F(\alpha)$ is $\lambda y . \lambda x$. cause $^{\prime}\left(x, \operatorname{THAT}\left(\alpha^{\prime}(y)\right)\right)$

The reader is invited to go back to the earlier applications of lambda abstraction mentioned in this subsection and try to see where the lambdaexpressions come from. For the passive, for instance, it might be instructive to write down a biconditional statement stating the equivalence of the agentless passive sentence to a corresponding active, and then see how the form of the lambda abstract given in the translation rule in (13-59) can be figured out from there. (Do not be discouraged if lambdas seem difficult and a bit mysterious at first; like many powerful tools, it takes time and practice before they feel natural to work with.)

## Exercises

1. (a) Given the derivation tree for the following statements of SL according to the syntax given in (13-1) and (13-2).
(i) $((\sim p \& q) \vee p)$
(ii) $(\sim(p \& q) \vee p)$
(iii) $\sim((p \& q) \vee p)$
(b) Give the compositional semantic interpretation of the three trees of (1a), assuming that both atomic statements are true
2. Assume the alternative syntax for SL , which has, besides the category for atomic statements, two other categories for connectives: Neg for negation which combines with only one statement at a time, and Conn for all four other connectives which combine with two statements at a time
(a) Write the two new syntactic rules for this syntax of SL
(b) Give the derivation tree for the three statements given under 1 a .

To give SL with this syntax a compositional semantics we first have to interpret the connectives according to their truth tables as functions taking either one or a pair of truth values, which is/are the value(s) of their constitutive statement(s), and assigning a truth value. For instance, conjunction is interpreted by the following function:

$$
\begin{aligned}
\langle 1,1\rangle & \rightarrow 1 \\
\langle 1,0\rangle & \rightarrow 0 \\
\langle 0,1\rangle & \rightarrow 0 \\
\langle 0,0\rangle & \rightarrow 0
\end{aligned}
$$

(a) Give the interpretations of the other connectives of SL as such functions.
(b) Write the two compositional semantic rules for SL with this syntax. Hint: use the convention of $\llbracket P \rrbracket$ standing for the semantic interpretation of $P$.
(c) Show how each of the statements of (1a) is interpreted compositionally according to the three trees you gave in (2b))
3. (a) Give the trees and compositional interpretation of the following formulas of Predicate Logic, according to (13-8) and (13-9) given in section 13.1.2. Define your own model with two individuals and a non-empty interpretation of the predicates to use in the interpretation throughout this exercise which makes (i)-(iv) true.
(i) $(\forall x)(\exists y)(P(x) \rightarrow R(x, y))$
(ii) $(\exists y)(\forall x)(P(x) \rightarrow R(x, y))$
(iii) $(\exists y)(P(y) \rightarrow(\forall x)(R(x, y))$
(iv) $(\forall x)(\exists y)(P(y) \rightarrow R(x, y))$
(b) Formulate four English sentences corresponding to (i)-(iv) which would best express their scope differences.
4. In (13-10) we define a formula or predicate logic as true in a model M if it is true for all assignments in M , and false otherwise. A common alternative definition is given in (13-10 ) below.
$\left(13-10^{\prime}\right)$ (1) For any formula $\varphi, \llbracket \varphi \rrbracket^{\mathrm{M}}=1$ (i.e. $\varphi$ is true simpliciter with respect to M ) iff for all assignments $g, \mathbb{I} \varphi \rrbracket^{\mathrm{M}, g=1}$.
(2) For any formula $\phi, \llbracket \varphi \rrbracket^{M}=0$ iff for all assignments $g$, $\llbracket \varphi \rrbracket^{\mathrm{M}, g^{\prime}}=0$.
(3) Otherwise, $[\varphi]^{\mathrm{M}}$ is undefined.

The two definitions give the same results for all closed formulas, but they give different results for some open formulas.
(a) Find an open formula which comes out true under both definitions.
(b) Find an open formula which comes out false under both definitions.
(c) Find an open formula which comes out false according to (13-10) but undefined on this alternative ( $13-10^{\prime}$ ).
(d) Are there any other cases, or does (c) exhaust the ways in which the results of the definitions can differ? State your reasons.
5. Give the derivation tree according to the SL syntax in (13-2) corresponding to the 'algebraic' tree in (13-20) and show its compositional derivation which makes it true in a simple model of you own choice.
6. Assume the following constants and variables

| Type | Variables | Constants |
| :--- | :--- | :--- |
| $e$ | $x, y, z$, | $j, m$ |
| $\langle e, t\rangle$ | $P, Q$ | walks, man |
| $\langle e,\langle e, t\rangle\rangle$ | $R$ | loves |
| $\langle\langle e, t\rangle, t\rangle$ | P | someone, everyone |

Check whether the following expressions are well-formed expressions
of TL If so, specify their type. Draw derivation trees for at least three of the wellformed ones.
Sample: (i) $\lambda x P(x)$ - yes, type $\langle e, t\rangle$
(ii) loves $(m) \quad$ - yes, type $\langle e, t\rangle$
(iii) $\lambda P$ walks $(P)$ - no

Derivation tree for (i):

(a) $\lambda x$ loves $(m)(x)$
(b) $\lambda R R(m)(j)$
(c) someone(walks)
(d) $\lambda P P(j)$
(e) $\lambda x$ someone $(x)$
(f) $\lambda x(P(x) \& Q(x))$
(g) $\lambda P(P(j) \& P(m))$
(h) $(\lambda P P(j))($ walks $)$
(i) $\lambda x \exists y$ loves $(x)(y)$
(j) $\lambda \mathbf{P}(\forall P(\mathbf{P}(P) \leftrightarrow P(j)))$
((i) has extra parentheses, do not judge it illformed on that account)
7. Using the same variable-conventions as above, and the constants and semantic interpretation of TLA given in 13.2 .3 , specify for each of the following the type and a description of the semantic value for $M$ and $g$ as given in (13-36).

Optional abbreviations: Plus $(a, b)$ for $\operatorname{Plus}(b)(a)$ $\operatorname{gr}(a, b)$ for $\mathbf{g r}(b)(a)$

Sample: $(\lambda x \operatorname{gr}(x, 5))(8)$ - type: $t$, value: TRUE
(a) $(\lambda x \operatorname{gr}(x, 5))$
(b) $(\lambda x(\operatorname{odd}(x) \& \operatorname{gr}(x, 5))(8)$
(c) $(\lambda x \operatorname{Plus}(x, 3))(4)$
(d) $(\lambda x(\lambda y \operatorname{gr}(y, x)))(5)(8)$
(e) $(\lambda x(\lambda y \mathrm{gr}) y, x))(5))(8)$
(f) $\lambda x \exists y(\mathbf{P l u s}(y, y)=x)$
(g) $(\lambda P P(8))(\lambda x \operatorname{gr}(x, 5))$

Hint: one of (d) and (e) is true, the other false.


## Chapter 14

## Generalized Quantifiers

### 14.1 Determiners and quantifiers

The universal and existential quantifiers of predicate logic introduced in Chapter 7 are in two major respects inadequate for the semantic analysis of the rich variety of quantification in natural languages. First of all, as we have seen in translating from English to predicate logic and as was pointed out again in Chapter 13, the syntactic structure of quantified formulas in predicate logic is completely different from the syntactic structure of quantified sentences in natural language. Quantifying expressions of natural language are typically full NPs, where the noun (CN) and possibly additional relative clauses provide essential restrictions on a quantifier. Not just the determiner or specifier of an NP binds dependent arguments or pronouns, but from a semantic point of view the appropriate scope-defining and binding category is the entire NP It will prove useful for linguistic purposes (too) to distinguish between quantifying over domains and binding arguments of predicates two jobs conflated by the two standard first-order quantifiers of predicate logic. Secondly, many forms of quantification in natural language are not expressible or definable in terms of the first-order logical quantifiers. For instance, the NP more than half of the CN is not expressible in terms of just first-order quantifiers, since its interpretation requires a one-to-one mapping between two finite or infinite sets dependent on a well-ordering by cardinality (see Barwise and Cooper (1981) for a complete proof)

These serious limitations of the analysis of quantification in any semantic framework restricted to a first-order language can be overcome by generalizing the notion of a quantifier to a higher-order concept: a generalized
quantifier is a family of subsets of the domain of entities. Richard Mon. tague initiated this higher-order analysis of quantification, as presented in the fragment of Chapter 13 , for the logical quantifiers in his famous paper 'The Proper Treatment of Quantification in Ordinary English' (Montague (1974), p. 247-270), and recent research in model theoretic semantics has developed his insights considerably for linguistic purposes Also genuinely new insights on the logical properties of quantifiers have been obtained, e.g., a new notion of first-order definability (see van Benthem (1986)). In this chapter the main linguistic results of the theory of generalized quantifiers are presented as an introduction to a very fruitful area of linguistic semantics where the mathematical methods of the previous chapters have found extensive empirical applications.

In the fragment of Chapter 13, NPs are defined categorially as terms, and they are interpreted in the semantics as generalized quantifiers. The semantic type of any term or NP is $\langle\langle e, t\rangle, t\rangle$, hence they all denote functions from sets of individuals to truth values. The fragment in Chapter 13 contained only the determiners every and some, translated in the formal language with lambda abstraction respectively as

$$
\lambda Q \lambda P[\forall x[Q(x) \rightarrow P(x)]]
$$

and

$$
\lambda Q \lambda P[\exists x[Q(x) \& P(x)]]
$$

In this functional perspective the subject NP denotes a function taking the interpretation of the VP in the sentence as argument For instance, every man walks is true iff the set of walkers is a member of the family of sets interpreting every man.

Alternatively we may view the interpretation of this sentence in a 'flattened' version as a relation between sets, i.e, of type $\langle\langle\langle e, t\rangle,\langle e, t\rangle\rangle, t\rangle$. A determiner is then analyzed as a relation between the set of individuals interpreting the CN of the subject NP and the set of individuals interpreting the VP. This leads to the following general definition:

Definition 14.1 $A$ determiner is a function $D$ in a model $\mathrm{M}=\langle E, \llbracket \rrbracket\rangle$ assigning to the domain of entities $E$ a binary relation between subsets $A$ and $B$.

$$
\llbracket \operatorname{Det} \llbracket C N \rrbracket \llbracket V P \rrbracket]_{E}=\llbracket \operatorname{Det}(A, B) \rrbracket_{E}=D_{E} A B
$$

In the following we first present the main notions in their flattened relational versions for ease of exposition, and discuss the relational analysis of quantifiers further in Section 4. Switching back and forth between a hierarchical functional perspective and a flattened relational analysis will prove heuristically useful since many of the results of the theory of relations of Chapter 3 can be brought to bear on generalized quantifier theory.

The methodological objectives and linguistic goals of the theory of generalized quantifiers are threefold:
(1) to provide a semantical characterization of the class containing all and only the possible determiners of natural language as a proper subset of the logically possible determineis, including a linguistically adequate classification of types of natural language determiners
(2) to explain distributional data of NPs in various contexts by notions definable in terms of properties of generalized quantifiers
(3) to analyze conditions on binding, scope-dependencies, inference and other informational dependencies between NPs and other categories as semantic constraints on the process of model theoretic interpretation as a formal model simulating human information processing with its cognitive constraints

The theory of generalized quantifiers proves to be a new framework for the semantic explanation of linguistic data which have been studied extensively in syntactic theory.

### 14.2 Conditions on quantifiers

In constructing generalized quantifiers as families of sets of entities or individuals in a domain there are four universal conditions which set initial restrictions on a linguistically useful notion of a quantifier. Although not all natural language quantifiers meet these conditions, they serve us here to carve out an initial domain of study, providing the foundation for a semantic analysis of quantification. Extensions of the simple cases to more complex forms of quantification, including context-dependent or intensional determinets, can be obtained by dropping one or more of these initial methodological assumptions.

For the interpretation of an NP the domain of entities E is never entirely relevant to the determination of its value, but rather just certain subsets of E are. For instance, when we want to check whether every man runs in a given model, we are not interested in the women or the books in that domain of interpretation. To express this rather obvious condition on the subsets which are relevant in verification of NPs we define a first general condition on determiners in generalized quantifiers:

C1. Conservativity (the 'live-on' property)

## If $A, B \subseteq E$ then $D_{E} A B \leftrightarrow D_{E} A(A \cap B)$

A determiner that meets this condition is called conservative or is said to 'live on' the set $A$. Subsets of the domain that contain no members of $A$, no things with the property interpreting the CN in the subject NP, i.e. any $(X-A) \subseteq E$, hence fall outside the interpretation of an NP.

English examples that illustrate this notion are the following equivalences

Many men run $\leftrightarrow$ Many men are men who run
Few women sneeze $\leftrightarrow$ Few women are women who sneeze
John loves Mary $\leftrightarrow$ John is John and loves Mary

The English expression only, for instance, which is sometimes (we think erroneously) considered to be a determiner, fails to be conservative In evaluating for instance the sentence Only athletes run in a domain E we do have to consider the entire power-set of $E$, since the sentence is verified or falsified after we have determined of everything else in E whether it runs. This is an argument against treating only as a determiner, which finds additional support by the fact that other determiners may precede it, as in the only boy. The relatively free distribution of only in a sentence also sets it apart from the category of determiners Consider

Only athletes run / Every athlete runs
Athletes only run / *Athlete every runs
Athletes run only / *Athlete runs every

But note that some determiners may "float" more easily, eg. all.
The second general condition on the class of generalized quantifiers that form our object of study is the requirement that extensions of the domain should not affect the interpretation of the determiner For instance, if we know that some men walk in a given model, then adding more books to the domain of that model will not have any semantic effect. This condition on determiners is defined as:

C2. Extension (Constancy)
If $A, B \subseteq E \subseteq E^{\prime}$ then $D_{E} A B \leftrightarrow D_{E^{\prime}} A B$
Determiners that satisfy this condition are called extensional or constant determiners In principle the interpretation of a determiner may vary with the extension of the domain of interpretation, but Extension says that in evaluating an NP the entities which fall outside the interpretation of the CN and outside the interpretation of the VP can be left out of consideration. This means that the deter miners under consideration have to be independent of the size of the domain; they are insensitive to domain-extensions In natural language there are, however, determiners which measure relative cardinalities and show an important dependence on the size of the domain; they are the context-dependent determiners like many or more than half. Although we return to context-dependent determiners below in section 5 , it is easily seen that, for instance, there is at least one interpretation of many men walk which means that the number of men who walk exceeds the number of other things in the domain that walk. Under such a globally proportional interpretation of many men, addition of more things to the domain may change the truth value of the original sentence

The two conditions Conservativity and Extension together permit suppression of the parameter $E$ in the interpretation of an NP, which is defined as:

## C1'. Strong Conservativity

If $A, B \subseteq E$ then $D_{E} A B \leftrightarrow D_{A} A(A \cap B)$
Strong conservativity tells us that the only sets which are relevant to the evaluation of a determiner are the CN-interpretation and the VP-interpretatio For a proof of the equivalence of conservativity plus extension to strong conservativity see Westerståhl (1985a).

The third universal condition on quantifiers requires that only the number of elements in the relevant sets determine the interpretation of a quantifier. To evaluate in a model $M$, for instance, whether several men walk we
only need to know how many men there are and how many of them walk. It is not relevant who they actually are, since the interpretation of that sentence should not be affected if we were to substitute other men for the given ones. No quantifier hence may depend on a specific or particular choice of individuals in the domain, i.e the quantifiers under consideration are 'topic neutral'. This condition is formulated as:

C3. Quantity (Isom.)
If $F$ is a bijection from $\mathrm{M}_{1}$ to $\mathrm{M}_{2}$, then $D_{E_{1}} A B \leftrightarrow D_{E_{2}} F(A) F(B)$
Quantity requires sameness of interpretation up to isomorphic models. The requirement may be weakened to insensitivity to any permutation $\pi$ on $E$ or automorphism $F: \mathrm{M}_{1} \rightarrow \mathrm{M}_{1}$ of the domain of a given model, formulated as:

C3'. Weak Quantity (Perm.)
If $\pi$ is a permutation of $E$, then $D_{E} A B \leftrightarrow D_{E}(\pi(A))(\pi(B))$
If we assume Constancy, then Quantity and Weak Quantity prove to be equivalent conditions (for a proof see Westerstahl (1985a)) Hence in the following we disregard this difference and assume Quantity as a constraint

A quantifier $D(A)$ which meets Quantity is said to be a quantitative quantifier Note that there is some potential terminological confusion here. Some authors (a.o. van Benthem) reserve the term 'quantifier' for those NP-interpretations that are conservative, extensional and quantitative, and others (a.o Westerståhl) call this class the 'logical' quantifiers. We call here any NP-interpretation a (generalized) quantifier and use the universal conditions as properties of subsets of quantifiers

Again there are expressions in English which are commonly considered to be determiners, but which fail to meet Quantity. This is not surprising, since in our ordinary use of language reference to specific objects and particular things often matters a great deal In logic it is customary to obliterate all that is specific, and in setting the stage for the study of generalized quantifiers we chose to simplify matters first by disregarding specificity for the moment as it brings in complex contextual parameters.

Typical specific determiners which are sensitive to the choice of particular objects and let the interpretation of NPs vary across isomorphic models are the possessive determiners such as John's, every man's. One of the problems to solve in the interpretation of possessives is the fact that John's
book should be interpreted equivalently to the book of John but every man's book should not necessarily be equivalent to the book of every man. See for more discussion van Benthem (1986), Keenan and Faltz (1985), Partee (1984).

The fourth and final universal condition on determiners requires that determiners must be active in the sense that they must have a detectable effect on different domains. The 'universal' determiner, which is true on any domain for any two sets, and the 'empty' determiner, false in every domain and every two sets, are excluded as trivial. This condition is formulated as:

## C4. Variation

For each domain $E$ there is a domain $E^{\prime}$ such that $E \subseteq E^{\prime}, A, B$ and $C \subseteq E^{\prime}$, such that $D_{E^{\prime}} A B$ and $\sim D_{E^{\prime}} A C$

Variation says that, when you add entities to the domain, a set $C$ can be found which is not related to $A$ by the determiner. Hence natural language excludes determiners that just arbitrarily relate any or every two sets. A weaker condition may be called for when we do not want to exclude the interpretation of, for instance, at least two CN in a domain with only one single object.

## C4'. Non-triviality

For non-empty domains $E$ and $E^{\prime}$ there exist $A, B \subseteq E$ and $A^{\prime}, B^{\prime} \subseteq E^{\prime}$ such that $D_{E} A B$ and $\sim D_{E^{\prime}} A^{\prime} B^{\prime}$

Again the difference between C 4 and $\mathrm{C} 4^{\prime}$ may be disregarded for our purposes as both exclude the trivial quantifiers, and the precise strength of the conditions concerns primarily logicians who want to make the weakest possible general assumptions to obtain maximal proof-theoretic elegance.

Conservativity, Extension, Quantity and Variation together define a class of determiners which exhibit linguistically interesting semantic properties. We will study these properties in the next section of this chapter As was aiready remarked above, these four conditions together require that the determiners under consideration depend only on the cardinality of two sets $A$ and $B$, respectively the CN -interpretation and the VP-interpretation. If we assume finite domains, this allows tree-like representations of these determiners, called number-theoretic trees, which are outlined here just briefly, while relegating most results to the exercises Letting $x=|A-B|$ and $y=|A \cap B|$, the tree is built by pairs $\langle x, y\rangle$ as in Figure 14-1.

$$
\left.\begin{array}{rllllll}
x+y & =0 & & & 0,0 & & \\
& =1 & & 1,0 & & 0,1 & \\
& =2 & & 2,0 & & 1,1 & \\
& 0,2 & \\
& =3 & 3,0 & & 2,1 & & 1,2
\end{array}\right)
$$

Figure 14-1: The number-theoretic tree of determiners

To illustrate the use of such number-theoretic trees briefly we can see directly that every man walks is true only on all right-most pairs on each line, since, for instance, if $x+y=3$ all three elements must be in $A \cap B$, i.e. they all are men and walk. The same argument applies inductively to any number $x+y$. There are many other properties of determiners expressible in this number-theoretic tree, but these results make good exercises

### 14.3 Properties of determiners and quantifiers

Assuming the four universal conditions of Conservativity, Extension, Quantity and Variation, we now turn to some linguistic ally useful semantic characterizations of the types of determiners which the NPs in this class may contain. Recent research has uncovered a host of interesting properties of determiners and quantifiers, and we can present here only some of the fundamental results

The role of determiners and quantifiers in inferences is one of the central explananda of the theory of generalized quantifiers. The fundamental question here is how information expressed in natural language in inferential patterns is preserved or lost by manipulating models. The first property of determiners is based on increasing or decreasing the number of entities in the relevant sets A (CN-interpretation) and B (VP-interpretation). If we have the information that some men walk, adding more walkers to the interpretation will not change the initial assignment. But if we have the information that no man walks, adding more walkers to the interpretation may very well change it, because some of the walkers may turn out to be men. Similarly, in the first case, if we add more men we still maintain the information that some men walk. But, in the second case, if we add more men, the information that no man walks is not preserved. These facts are described by attributing to the determiners that allow such addition in either A or B the property of being respectively left monotone increasing (in A ) or
right monotone increasing (in B) The counterpart to increasing determiners are monotone decreasing determiners, again in either A (left) or B (right). For instance, if few men walk, and we restrict the set of men to a subset, it is still true that few men walk, since only fewer do walk then; so few is left monotone decreasing And if we assume that no men walk, and take a subset of the walkers, that set cannot contain any men, so the information that no men walk is preserved and no is right monotone decreasing. The intuitive linguistic tests that discriminate the four different types of determiners are then the following entailments in which the determiner is the same in antecedent and consequent but either the CN- or the VP-interpretation is increased or decreased
(1) left monotone increasing

If $D C N_{1} V P$, then $D C N_{2} V P$ (where $C N_{1} \subseteq C N_{2}$ )
e.g. If several women with red hair run, then several women run
(2) right monotone increasing

If $D C N V P_{1}$, then $D C N V P_{2}$ (where $V P_{1} \subseteq V P_{2}$ )
eg. If every man walks fast, then every man walks
(3) left monotone decreasing

If $D C N_{1} V P$, then $D C N_{2} V P$ (where $C N_{2} \subseteq C N_{1}$ )
e.g If all women run, then all women with red hair run
(4) right monotone decreasing

If $D C N V P_{1}$; then $D C N V P_{2}$ (where $V P_{2} \subseteq V P_{1}$ )
eg. If no man walks, then no man walks fast
These four related properties of determiners are captured in the following set-theoretic definition.

## P1. Monotonicity

left monotone increasing: $\quad\left(D A B \& A \subseteq A^{\prime}\right) \rightarrow D A^{\prime} B$
right monotone increasing: $\quad\left(D A B \& B \subseteq B^{\prime}\right) \rightarrow D A B^{\prime}$
left monotone decreasing: $\quad\left(D A B \& A^{\prime} \subseteq A\right) \rightarrow D A^{\prime} B$
right monotone decreasing: $\left(D A B \& B^{\prime} \subseteq B\right) \rightarrow D A B^{\prime}$
Note that left monotone increasing determiners are also called persistent, and the left monotone decreasing ones anti-persistent.

A syntactically simple determiner which is increasing in the left argument (A) is increasing in the right hand argument (B), i.e, left monotone
increasing simple determiners are also right monotone increasing But left monotone decreasing simple determiners are not always also right monotone decreasing This may be verified easily by considering the following entailments:

Some bald men walk fast $\rightarrow$ Some men walk
All men walk $\nrightarrow$ All bald men walk fast
The monotonicity properties of determiners provide a fundamental classification of inferential patterns. It in fact explains the power of the Square of Opposition of Syllogistic Logic (a pre-Fregean form of predicate logic) with the four traditional logical quantifiers every, some, not every and no (see van Eijck (1985)),

A simple linguistic constraint on coordination of NPs with conjunction and disjunction may now be formulated as follows:

Constraint on Coordination: NPs can be coordinated by conjunction and disjunction iff they have the same direction of monotonicity.

Coordination of a decreasing determiner and an increasing one is hence excluded on semantic grounds, which conforms to the intuitive unacceptability of, e.g.
*John or no student saw Jane
*All the women and few men walk
Of course, coordination with the connective but requires NPs of different direction of monotonicity, but note that this coordination, contrary to conjunction and disjunction, does not allow iteration freely

John but no student saw Jane
All the women but few men walk
*All the women, few men but several students walk
Conjunction preserves monotonicity, if it is interpreted as intersection of the two CN -sets. But disjunction does not preserve monotonicity, e.g., all or no is not monotone. Complex determiners are expressible equivalently as conjunctions of monotone determiners, even though they might themselves not be monotone, e.g, the non-monotone exactly two is equivalent to the monotone at least two and at most two.

To obtain a semantic universal stating that all syntactically simple natural language determiners (in the class meeting the four universal conditions on quantifiers) are characterized by a certain semantic property, we need a property which all right monotone determiners share with numerical determiners interpreted as exactly $n$ Such a weaker property is Continuity, formulated as:

## P2. Continuity

$D_{E} A B_{1}$ and $D_{E} A B_{2}$ (where $\left.B_{1} \subseteq B \subseteq B_{2}\right) \rightarrow D_{E} A B$
Conjunction still preserves Continuity (the proof is an easy set-theoretic exercise). Now we can state the first empirical semantic universal of natural language determiners:

S1. Universal on simple determiners (van Benthem (1984))
Every simple determiner in a conservative, extensional and quantitative NP of any natural language is continuous

The methodological role of such semantic universals is to demarcate the class of determiners that are realized in natural languages from the much wider class of all logically possible determiners. Semantic universals are hence of a genuinely empirical nature and make falsifiable linguistic claims

We can state a general relation between increasing and decreasing determiners if we define external and internal negation of quantifiers as follows. Here $Q_{E}$ is an abbreviation for $D_{E}(A)$

Definition 14.2 If $Q_{E}$ is defined in a model M with domain $E$, then:

$$
\begin{gathered}
\sim Q_{E}=\{X \subseteq E \mid X \notin Q\} \text { (external negation) } \\
Q_{E} \sim=\{X \subseteq E \mid(E-X) \in Q\} \text { (internal negation) }
\end{gathered}
$$

External negation of an NP prefixes negation on the NP, e.g., Not one man runs. This should not be confused with full sentential negation, e.g, It is not the case that one man runs Internal negation corresponds to VP-negation, e.g, One man did not run

Now we can see that either kind of negation reverses the monotonicity direction of a quantifier $I$ e, if $Q$ is monotone increasing, then $\sim Q$ and $Q \sim$ are monotone decreasing, and if $Q$ is decreasing, then $\sim Q$ and $Q \sim$ are
increasing To see that this is true, assume that $Q$ is monotone increasing and suppose that $Y \in(Q \sim)$ and $X \subseteq Y$ Then $(E-Y) \in Q$ and $(E-Y) \subseteq$ $(E-X)$, so $(E-X) \in Q$, hence $X \in(Q \sim)$ Now suppose $Y \in(\sim Q)$ and $X \subseteq Y$. Then $Y \notin Q$ so $X \notin Q$ so $X \in(\sim Q)$. The proof of the reversal of monotone decreasing quantifiers is similar. Also, as we may expect from the set-theoretic definitions, it is provable (a simple exercise!) that $Q=\sim \sim Q=Q \sim \sim$ From this correlation we may conclude that any decreasing simple quantifier is a negated form of an increasing simple one. This result may provide an explanation for the fact that not all NPs can be negated, e.g, acceptable external negations are:
(1) not every man
(2) not many men
(3) not a (single) man
whereas unacceptable are:
(4) *not few men
(5) n not no man $^{\text {n }}$
(6) $*_{\text {not }}$ John

Note first that only right monotone increasing quantifiers allow external negation Instead of (4) and (5) one could as well use the simpler monotone increasing many men and some men respectively. To explain the unacceptability of (6) we define the new notion of a dual of a quantifier.

Definition 14.3 The dual of a quantifier $Q_{E}$ is the quantifier $Q_{E}^{\widetilde{E}}=\{X \subseteq$ $E \mid(E-X) \notin Q\}$. If $Q=Q^{\sim}$ then $Q$ is called self-dual.

The NP every man turns out on this definition to be the dual of some man. We call determiners $D$ and $D^{\sim}$ duals if the quantifiers in which they occur are duals. Further more for any $a \in E,\{X \subseteq E \mid a \in X\}$ is self-dual, so proper names, for instance, are self-dual Now we can formulate the second semantic universal:

S2. Universal on negation (Barwise and Cooper (1981))
If a language has a syntactic construction whose semantic interpretation is to negate a quantifier, then this construction is unacceptable with NPs with monotone decreasing or self-dual determiners.

This accounts for the unacceptability of (6) Another linguistic illustration of this duality between quantifiers in natural language is the following. For instance, not many men did not leave is often taken to be paraphrased by quite a few men left Hence quite a few CN should be the dual of many CN. To show that this is untenable in general, we first prove a theorem of generalized quantifier theory

Theorem 141 (Barwise and Cooper (1981)) If $D$ is right monotone increasing, and $D A B$ and $D^{\sim} A C$, then $B \cap C \neq \emptyset$.

Proof. (reductio) Suppose $B \cap C=\emptyset$. Then $B \subseteq(E-C)$, so, by monotonicity, $D A(E-C)$. But then $(D \sim) A C$, so not $\sim(D \sim) A C$, resulting in a contradiction with the assumption $D^{\sim} A C$

Many is right monotone increasing (on a non-context-sensitive, i e extensional, interpretation); now in some model $M$, let $B=\llbracket$ voted for Bush $\rrbracket$ and $C=\llbracket$ voted for Dukakis] If many men voted for Bush and quite a few men voted for Dukakis, then by Theorem 14.1 we must accept that at least one man voted for Bush and for Dukakis! This shows that many and quite a few cannot simply be duals. Possibly a more context-sensitive notion of duality could solve this problem

Duality is a fundamental aspect of both formal and natural languages The familiar negation laws of predicate-logical quantifiers are a simple case of reversal of monotonicity direction, which we also call polarity-reversal. But in natural languages the correlation between negation and duality is much more pervasive Negative polarity expressions, for instance, occur in various syntactic contexts, yet these prima facie disparate and almost stylistic phenomena can be given a universal semantic explanation (due to Ladusaw (1979)). The determiner any has been a notorious problem for semantic analysis, since it is sometimes equivalent to the universal every, which is called the free choice $a n y$ as in Any book is readable. But there are contexts where it is not equivalent to universal quantification and in other contexts it is simply unacceptable Closer scrutiny with a semantic eye of the acceptable contexts where it is not equivalent reveals that they can be all interpreted by monotone decreasing sets Consider the data in (8)
(8) (a) John did not read any books
( $\mathrm{a}^{\prime}$ ) *John read any books
(b) At most ten students who read anything passed
(b) *At least ten students who read anything passed
(c) It is difficult to find any book
( $\mathrm{c}^{\prime}$ ) It is easy to find any book
(d) Before anyone enters, he must bow
(d') *After anyone enters, he must bow
(e) Never may anyone touch it!
(e') *Always may anyone touch it!
(f) If anyone can do it, (then) you can!
(f') Anyone can do it, so you can! (free choice 'any')
(g) John left without any books
( $\mathrm{g}^{\prime}$ ) *John left with any books
(h) John left without having read any books
(h') *John left (with) having read any books
(i) Not reading any books makes life boring
(i') *Reading any books makes life boring

The data in (8) demonstrate polarity reversal across various categories, the first case of negative polarity and the primed case of positive polarity. We see that contexts that admit negative polarity items (n.p.) should be interpreted as monotone decreasing sets based on:
a) verbs for $\mathrm{n} . \mathrm{p}$. object NP
b) head NPs for relative clauses with n.p NP
c) adjectival phrases for object n.p. NP in infinitival phrase
d) locating temporal adverbs for n p . subject NP
e) frequency temporal adverbial for n.p subject NP
f) conditional for n.p. subject NP
g) preposition for n p NP in PP
h) preposition for $\mathrm{n} . \mathrm{p}$. NP in gerund
i) negation for n.p. NP in nominalization

Note that in (8f) the negative polarity of the conditional antecedent conveys that if it can be done at all, you certainly can do it, i.e, the task is difficult to do; whereas the positive counterpart ( $8 \mathrm{f}^{\prime}$ ) admits the free choice
any but changes the meaning drastically to express that since everyone can do it, you can, i.e. the task is a very easy one These facts show that monotone decreasing sets serve in the interpretation of expressions from all these different categories in a compositional model theoretic semantic theory, but it would lead too far for our present purposes to develop a fragment in detail

There is another important semantic property of determiners which has been the subject of much recent linguistic research, i e., the contrast between definite and indefinite NPs. The following definition captures a relevant semantic property:

## Definition 144

(i) A determiner $D$ is positive strong if for every model M and every $A \subseteq E$ if $D(A)$ is defined then $D A A$
(ii) A determiner $D$ is negative strong if for every model M and every $A \subseteq E$ if $D(A)$ is defined then $\sim D A A$
(iii) If $D$ is not positive or negative strong, it is weak.

Examples of positive strong determiners are every, all, both, most, the n; negative strong is neither, and weak are a, some, at least n, many, several, a few, few, no. A simple linguistic test for strength of a determiner is to see whether a sentence of the form

$$
D C N\left\{\begin{array}{l}
\text { is a } C N \\
\text { are } C N \mathrm{~s}
\end{array}\right.
$$

comes out logically valid, contradictory or contingent In the first case, the determiner is positive strong, in the second case negative strong and in the third case weak.

There is a simple theorem of generalized quantifier theory which shows that positive strong determiners always include the entire domain $E$.

Theorem 142 (Barwise and Cooper (1981)) If $D$ is a determiner in a conservative quantifier $D(A)$, then $D A A$ iff $D A E$.

Proof. Since $D(A)$ is conservative, $D A E$ iff $D A(E \cap A)$, but $E \cap A=A$, and we know $D A A$.

This theorem can be used to explain why only NPs with weak determiners are acceptable in so-called existential contexts with pleonastic subjects there is/are NP For any positive strong determiner this context makes an uninformative tautology, whereas for negative strong ones it gives contradictions Furthermore, only weak determiners can be used when we deny the existence of something with there is not/are not NP

But, as was pointed out in Keenan (1987), it is not straightforward to extend Definition 14.4 of strong and weak determiners to $n$-place determiners, since it apparently makes the indefinite two-place determiners as many CN as CN, more CN than CN and fewer CN than CN strong (eg as many students as students are students is tautologous, more students than students are students contradictory) Nor does this analysis account for the fact that There is every student is plainly ungrammatical, whereas Every student exists may be trivially true but not ungtammatical A more explanatory notion is the following (Keenan's work presents generalized quantifiers algebraically: for any two properties $p, q$, a determiner is interpreted as a function $F$ from properties to sets of properties, i e., $D A B$ is written $q \in F(p)$. Intersection is meet and union is join in a Boolean algebra of properties. We limit ourselves here to extensional properties and give Keenan's definition in our notation. It is an interesting research question whether there are empirical arguments for or against using either set-theoretic or algebraic methods).

Definition 14.5 A determiner is existential iff either it is a basic existential determiner (i.e, $D A B$ iff $D(A \cap B) E$ is true) or it is built up from basic existential determiners by Boolean combinations, composition of adjectives or the exception determiner operator but NP.

This notion accounts for the acceptability of the following sentences:
There are fewer cats than dogs in the yard
There are just as many female as male cats in the yard
There is no cat but Felix (a cat) in the yard
Note also that determiners which do not meet Variation may be used ironically or with special meaning in such existential contexts, e $g$ in:

There are fewer than zero solutions to the problem

Look, there is either no or else at least one solution to the problem
Even though tautologies or contradictions may not by very informative from a logical point of view, a linguistic theory cannot ignore the fact that they can be used very meaningfully in perfectly acceptable sentences (see Keenan (1987))

The relation discussed above between simple decreasing determiners and their positive simple counterparts can be specified here more precisely: there is a syntactically simple monotone decieasing determiner $D$ iff there is a syntactically simple weak non-cardinal monotone increasing determiner $D^{\prime}$ (Barwise and Cooper (1981)). From this general correlation between simple decreasing and increasing determiners we may predict that no language will have syntactically simple determiners interpreted as not most, not every, not the or not two, since most, every and the are strong determiners and two is a weak cardinal determiner.

Furthermore, only NPs with existential or weak monotone increasing determiners seem acceptable antecedents of unbound anaphora which escape c-command domains, and can be unselectively bound by other quantifiers, as illustrated by the following sentences (see Heim (1982) and Reuland and ter Meulen (eds ) (1987) for recent research on indefiniteness):
(9) (a) Pedro owns many/several/some donkeys He beats them.
( $\mathrm{a}^{\prime}$ ) *Pedro owns every donkey He beats $i t$.
(b) If Pedro owns a donkey, he beats $i t$.
(b') *If Pedro owns every donkey, he beats it.
(c) Every farmer who owns a donkey, beats it
(c') *Every farmer who owns every donkey, beats it.
Definite determiners constitute a subset of the positive strong determiners, defined as follows:

Definition 14.6 $A$ determiner is definite if in every model M where $D(A)$ is defined, there is a set $B \neq \emptyset$, such that $D(A)=\{X \subseteq E \mid B \subseteq X\}$.

Note that for a definite determiner $D$ the set $D(A)$ is the principal filter generated by $B$ (see Chapter 11 for the general notion of a filter in a lattice) Determiners which are positive strong but not definite are every, more than half. and at least half. Plural definite determiners are the only determiners that can be embedded in partitive constructions, as we can see from (10).
(10) (a) most of the children
(a) *most of some children
(b) several of the five children
( $b^{\prime}$ ) *several of at least five children

Ladusaw (1982) added to this definiteness condition on determiners in partitives that the embedded plural NP must be interpreted collectively, since one of both is unacceptable although both is a filter generated by a set with two elements The two is a collective determiner, but both is distributive, as can be seen from the fact that both boys lifted the piano means that the piano was lifted twice, whereas the two boys lifted the piano does not specify how many times the piano was lifted, as it is true also when the two boys once lifted the piano together, i.e, collectively. The analysis of plurals as generalized quantifiers presents intriguing semantic problems, many still open, which have been explored in $\operatorname{Link}$ (1983), (1984) using lattice-theoretic domains, Hoeksema (1983), and elsewhere Other restrictions on determiners in partitives can also be described by semantic properties For instance, in the general syntactic form of partitives

## $\mathrm{Det}_{1}$ of $\mathrm{Det}_{2} \mathrm{Det}_{3} C N$

Det $_{1}$ must be pronominal, i.e a determiner which can be interpreted in isolation of any CN such as some, several, none, the three but not every, the, $a$, no (due to unpublished work of J. Hoeksema; see also Westerstål (1985)). Possessive or demonstrative determiners are also pronominal, but they should already be excluded from Det $_{1}$ positions in partitives, since they do not occur in extensional and quantitative NPs. For the $\mathrm{Det}_{2}$ position we find that only possessives, plural demonstratives and the are admissible, which are all definite once we allow context-sensitive filters (see Section 5 for context-sensitive determiners). $\mathrm{Det}_{3}$ can be filled only with weak determiners which impose some measure or cardinality condition on the set $A$ (the CN-interpretation). These results are typical descriptive semantic facts of generalized quantifier theory, for which further explanation should be sought in more procedural terms of verification of NPs in models, information processing, or complexity-measures of quantifiers and determiners.

Other recent results in generalized quantifier theory include extensions to many place determiners (fewer men than women) (Keenan and Faltz (1985), and Keenan and Moss in van Benthem and ter Meulen (1985)), exclusion
determiners (every man but John), determiners which rely on some ordering (every other number), adjectival and numerical determiners, temporal quantification, and comparatives for which we refer the reader to the further reading suggested for this chapter

### 14.4 Determiners as relations

In presenting the main concepts of generalized quantifiers in the previous section, we switched back and for th between the functional perspective, in which the VP is interpreted as element of the second-order NP-interpretation, and the flattened relational perspective, where determiners are interpreted as relations between the sets $A$ and $B$. In this section we focus on the relational perspective and study properties of relations as constraints on determiners, uncovering some important new semantic insights on the class of possible natural language determiners. (The relational analysis is extensively studied in Zwarts (1983), whose exposition is followed closely in this section, and in van Benthem (1986))

Let $D$ be a binary relation in a model $\mathrm{M}=\langle E, \llbracket]\rangle$ on the sets $A, B, C \subseteq$ $E$; the following list of properties of relations is useful for defining types of determiners

$$
\begin{array}{ll}
\text { reflexivity: } & D_{E} A A \\
\text { irreflexivity: } & \sim D_{E} A A \\
\text { symmetry: } & D_{E} A B \rightarrow D_{E} B A \\
\text { asymmetry: } & D_{E} A B \rightarrow \sim D_{E} B A \\
\text { anti-symmetry: } & D_{E} A B \& D_{E} B A \rightarrow A=B \\
\text { connectedness: } & D_{E} A B \vee D_{E} B A \vee A=B \\
\text { strong connectedness: } & D_{E} A B \vee D_{E} B A \\
\text { almost connectedness: } & D_{E} A B \rightarrow\left(D_{E} A C \vee D_{E} C B\right) \\
\text { transitivity: } & \left(D_{E} A B \& D_{E} B C\right) \rightarrow D_{E} A C \\
\text { euclideanness: } & \left(D_{E} A B \& D_{E} A C\right) \rightarrow D_{E} B C \\
\text { anti-euclideanness: } & \left(D_{E} A B \& D_{E} C B\right) \rightarrow D_{E} A C \\
\text { circularity: } & \left(D_{E} A B \& D_{E} B C\right) \rightarrow D_{E} C A
\end{array}
$$

For example, the determiner every is reflexive, transitive and anti-sym-met-ric, and its external negation not every is irreflexive, almost connected and connected The numerical determiner the $n$ is transitive, anti-symmetric but not reflexive. Symmetric determiners are some, no, at least $n$, at most $n$, exactly $n$ But we will see that other properties of relations like asymme-
try, strong connectedness, euclideanness or circularity are not properties of possible determiners in natural languages.

We assume the four universal conditions on quantifiers Extension, Conservativity, Quantity and Variation set forth in Section 2 of this chapter. There are some useful theorems on equivalences between relational properties and set-theoretic inclusion of the sets $A$ and $B$.

Theorem 14.3 The following pairs of statements are equivalent:
(1) (i) $D$ is reflexive
(ii) $A \subseteq B \rightarrow D A B$
(2) (i) $D$ is irreflexive
(ii) $D A B \rightarrow A \nsubseteq B$
(3) (i) $D$ is antisymmetric
(ii) $D A B \rightarrow A \subseteq B$
(4) (i) $D$ is connected
(ii) $A \nsubseteq B \rightarrow D A B$

Proofs:
(1) (i) $\rightarrow$ (ii) Assume $D$ is reflexive, and take $A \subseteq B$. Then $D A A$ and since $A \cap B=A$ also $D A(A \cap B)$. By Conservativity then $D A B$.
(1) (ii) $\rightarrow$ (i) follows directily from the reflexivity of inclusion.
(2) $D$ is irreflexive iff $\sim D$ is reflexive. By (1) $D$ is irreflexive iff $A \subseteq B \rightarrow$ $\sim D A B$. Contraposition and double negation gives $D A B \rightarrow A \nsubseteq B$.
(3) (i) $\rightarrow$ (ii). Assume $D$ is antisymmetric and take for some domain $E$, sets $A, B \subseteq E$ such that $D_{E} A B$. By Conservativity $D_{E} A(A \cap B)$. Extend $E$ to $E^{\prime}$, and take $A^{\prime} \subseteq E^{\prime}$ such that $\left|A^{\prime}\right|=|A|$ and $A \cap$ $A^{\prime}=A \cap B$. Then $D_{E} A\left(A \cap A^{\prime}\right)$ and by Extension $D_{E^{\prime}} A\left(A \cap A^{\prime}\right)$. Conservativity gives $D_{E^{\prime}} A A^{\prime}$. Now consider a permutation $\pi$ of $E^{\prime}$ which yields identical sets for $A \cap A^{\prime}$ and $E^{\prime}-\left(A \cup A^{\prime}\right)$ but permutes $A-A^{\prime}$ with $A^{\prime}-A$. Quantity gives us $D_{E^{\prime}} \pi(A) \pi\left(A^{\prime}\right)$, i.e., $D_{E^{\prime}} A^{\prime} A$. So we have now $D_{E^{\prime}} A A^{\prime}$ and $D_{E^{\prime}} A^{\prime} A$, and antisymmetry of $D$ gives $A=A^{\prime}$. Since $A \cap A^{\prime}=A \cap B$ it follows that $A \cap B=A$, so $A \subseteq B$.
(3) (ii) $\rightarrow$ (i). Assume (ii), let $D A B$ and $D B A$. Then $A \subseteq B$ and $B \subseteq A$, so $A=B$.
(4) By definition $D$ is connected iff $\sim D$ is antisymmetric With (3) $D$ is connected iff $\sim D A B \rightarrow A \subseteq B$. So $D$ is connected iff $A \nsubseteq B \rightarrow D A B$.

From these relational characterizations we can now prove that some properties of relations cannot be properties of natural language determiners, given the four universal conditions we have assumed on quantifiers. Such results demarcate the class of possible natural language determiners as a proper subset of the class of logically possible determiners.

Theorem 144 (van Benthem (1984)) There are no asymmetric determiners.

Proof. By definition of asymmetry, to show that there are no asymmetric determiners amounts to showing that there are no irreflexive antisymmetric determiners Suppose $D$ is irreflexive and antisymmetric, and assume $D A B$. From Theorem 143 , (2) says that $A \nsubseteq B$ but (3) says that $A \subseteq B$. Contradiction! So $D$ can only be the trivial empty determiner, but that violates Variety.

As a corollary to Theorem 144 it follows that there exist no irreflexive and transitive determiners, since antisymmetry entails transitivity for determiners (see exercises). Since a binary relation which is irreflexive and transitive is called a strict partial ordering, we find that no determiners are strict partial orderings.

Similarly we can establish that no determiners induce a weak linear ordering on $E$ (reflexive, transitive, anti-symmetric and connected), since there are no antisymmetric connected determiners

Theorem 14.5 (Zwarts (1983)) There are no antisymmetric connected determiners.

Proof. Assume that some $D$ is antisymmetric and connected. From Theorem 14.3, (4) tells us that $A \nsubseteq B \rightarrow D A B$ and (3) that $D A B \rightarrow A \subseteq B$. But then $A \nsubseteq B \rightarrow A \subseteq B$. Contradiction!

In fact the only determiner which is reflexive and antisymmetric is the inclusion-determiner every (and its plural counterpart all), since it is evident from Theorem 14.3 (1) and (3) that for reflexive and antisymmetric
$D, D A B \leftrightarrow A \subseteq B$. Hence every is the only determiner which is reflexive, transitive and anti-symmetric, i.e induces a weak partial ordering on $E$.

We prove two more non-existence results on natural language determiners here

Theorem 14.6 (van Benthem) There are no symmetric and transitive determiners

Proof: Since transitive determiners are positive strong (see exercises), and Theorem 14.2 showed that positive strong determiners always include the entire domain $E$, we have $D A E$. Symmetry gives $D E E$, but that means that the only symmetric and transitive determiner is the trivial universal one, which violates Variation.

Since equivalence relations are reflexive, symmetric and transitive we can conclude from Theorem 146 that no natural language determiner will induce an equivalence relation on E Since euclidean determiners must be symmetric and transitive (see Zwarts (1983)), we can also conclude that a fortiori there are no euclidean determiners in natural language

Theorem 14.7 (van Benthem) There are no circular determiners.
Proof: We show that circular determiners must be euclidean and hence cannot exist in natural language because of Theorem 146 . The reasoning is similar to the proof of Theorem 14.1 (3) (i) $\rightarrow$ (ii) Assume $D$ is circular and take for some domain $E A, B, C \subseteq E$ such that $D_{E} A B$ and $D_{E} A C$. By Conservativity $D_{E} A(A \cap B)$. Extend $E$ to $E^{\prime}$, and take $A^{\prime} \subseteq E^{\prime}$ such that $\left|A^{\prime}\right|=|A|$ and $A \cap A^{\prime}=A \cap B$. Then $D_{E} A\left(A \cap A^{\prime}\right)$ and by Extension $D_{E^{\prime}} A\left(A \cap A^{\prime}\right)$. Conservativity gives $D_{E^{\prime}} A A^{\prime}$. Now consider a permutation $\pi$ of $E^{\prime}$ which yields identical sets for $A \cap A^{\prime}$ and $E^{\prime}-\left(A \cup A^{\prime}\right)$ but permutes $A-A^{\prime}$ with $A^{\prime}-A$. Quantity gives us $D_{E^{\prime}} \pi(A) \pi\left(A^{\prime}\right)$, i.e $D_{E^{\prime}} A^{\prime} A$. So we have now $D_{E^{\prime}} A A^{\prime}$ and $D_{E^{\prime}} A^{\prime} A$, and circularity of $D$ gives $D_{E^{\prime}} A A$ and by Extension $D_{E} A A$ From this together with the assumption that $D_{E} A C$ and circularity of $D$ we infer $D_{E} C A$ Given $D_{E} A B$, the circularity of $D$ gives us $D_{E} B C$, i.e., $D$ must be euclidean

More negative but also positive existence results on possible natural language determiners based on properties of relations can be found in Zwarts (1983)

### 14.5 Context and quantification

In studying the fundamental properties of NPs interpreted as generalized quantifiers we initially disregarded any form of context-dependence of the interpretation. Extension required NPs to be insensitive to domain extensions, and Quantity made us disregard all that is specific in reference and quantification In this final section we indicate briefly how the theory may be extended to include the important forms of context-dependence found in natural language, while seeking to extend the explanatory power of this semantic analysis of quantification in terms of more dynamic processes of interpretation and evaluation. (The exposition is partly based on Westerståhl (1985a) and (1985b))

How many is many? We already alluded to the fact that the determiner many violates Extension when interpreted by sets of a cardinality greater than a least number fixed by the size of the domain $E$ :

$$
\operatorname{many}_{E} A B=\operatorname{many}_{E} A(B \cap A) \text { where }|(B \cap A)| \geq f(E)
$$

Although Extension is clearly violated in this interpretation, Conservativity and Quantity are not. Let us call this interpretation many ${ }^{1}$ for the moment.

Another interpretation of many compares the number of $B^{\prime}$ s that are $A$ 's to some constant or normal frequency. For instance, in a class of twenty students we say that many students got an A, when we compare the number of A-grades to the average score in other classes over some period of time and find that five out of twenty is more than that average ratio. Suppose that by coincidence there are as many right-handed students as A-grade students, but they are not same individuals In that situation Many students got an $A$ is true, whereas Many students are right-handed is false, i.e. $D_{E} A B$ but $\sim D_{E} A C$ although $|A \cap B|=|A \cap C|$, violating Quantity. If we assume in addition that the students who got an $A$ are the same individuals as the right-handed students, i.e. $D_{E} A B$ and $\sim D_{E} A C$ although $A \cap B=A \cap C$, we have a context where even Conservativity is violated

What counts as many may depend on various contextual parameters Although five A grades in a class of twenty might be considered many, if five out of twenty people are right-handed this is not considered to be many Different contextual parameters are at stake in this example, and we should ask which properties of determiners are preserved under addition of which
parameters. If we compare the cardinality of $B \cap A$ to some contextually fixed ratio of As, we get the following interpretation:

$$
m a n y_{E}^{2} A B=m a n y^{2} A(A \cap B) \text { where }|(A \cap B)|<c \cdot|A|
$$

and $c$ is here a contextual parameter which may be $1 / 4$ for the $A$-students but $3 / 4$ for right-handed students. This interpretation saves Conservativity, Extension and Quantity, but introduces an external parameter which must be given as input to the interpretation. If the dependence on the frequency of $B$ 's in the domain $E$ should be represented explicitly, the following would be required:

$$
\operatorname{man}_{E}^{3} A B=\mathrm{many}^{3} A(A \cap B) \text { where }|(A \cap B)|>\frac{|B|}{|E|} \cdot|A|
$$

Conservativity fails since $E$ is now relevant to the interpretation, and hence Extension fails as well.

Finally many may be used to compare to the set of $B$ 's, rather than $A$ 's, as in the following examples from Westerståhl (1985a).
(1) Many winners of the Nobel prize in literature are Scandinavians
(2) Many Scandinavians have won the Nobel prize in literature
(3) Many Scandinavians are Nobel prize winners in literature

For (1) to be true a number of external parameters, like the distribution of nationality among Nobel prize winners in general, will have to be considered, hence the interpretation $m a n y^{2}$ is appropriate. The sentence (2) is either equivalent to ( 1 ), or it counts among all Scandinavians the number of them who won the Nobel prize for literature, and that cannot turn out to be many. Sentence (3) expresses this latter interpretation of (2), which is obviously false. If (1) and one interpretation of (2) are equivalent, many in these contexts is symmetric, but, if it still is based on an asymmetry in the cardinalities of the respective sets, it must be interpreted as comparing to the set B , i.e. :

$$
\operatorname{man}_{E}^{4} A B=m a n y^{4} A(A \cap B) \text { where }|(A \cap B)|>C \cdot|B|
$$

This interpretation satisfies Extension and Quantity, but not Conservativity. In Barwise and Cooper (1981) many in any of its interpretations is analyzed as requiring that $|B| \neq \emptyset$.

To gain more insight into the semantics of many, it should be contrasted to most, which appears to allow only two different interpretations. Most ${ }^{1}$ compares the number of $A$ 's that are $B^{\prime}$ 's to the number of $A$ 's that are not $B$ 's, equivalent (on finite sets) to the complex determiner more than half.

$$
\operatorname{most}_{E}^{1} A B=\operatorname{most}^{1} A(A \cap B) \text { where }|(A \cap B)|>|(A-B)|
$$

This interpretation satisfies Conservativity, Extension and Quantity.

The other interpretation of most is related to the universal quantifier and gives it a meaning of almost all.

$$
\operatorname{most}_{E}^{2} A B=\operatorname{most}^{2} A(A \cap B) \text { where }|(A \cap B)|>c \cdot|A|
$$

Here $c$ is again some contextually given parameter like in many ${ }^{2}$, which determines in a given context how many counts as almost all. By using $\geq$ instead of $>, \operatorname{most}^{2} A$ are $B$ is always true when $A=\emptyset$, just as for the universal determiner, but most ${ }^{1} A$ are $B$ is always false when $A=\emptyset$. In terms of strength most ${ }^{2}$ is positive strong, whereas most ${ }^{1}$ is positive strong only when $A \neq \emptyset$. Let us call this property almost positive strong.

The following table summarizes our findings on many and most and lists their monotonicity properties

|  | Ext. | Cons. | Quant. | Symm. | Rightincr. | Leftincr. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| many $^{1}$ | - | + | + | + | + | + |
| many $^{2}$ | + | + | + | - | + | - |
| many $^{3}$ | - | - | + | + | - | - |
| many $^{4}$ | + | - | + | - | - | + |
| most $^{1}$ | + | + | + | - | + | - |
| most $^{2}$ | + | + | + | - | + | - |

Figure 14-2: Properties of many and most
The definite determiner the shares the property of being almost positive strong with most ${ }^{1}$. In fact, all definite positive strong determiners require that $|A|>0$ in order to be interpretable in a model Recall that a determiner $D$ is definite if it is interpreted as the principal filter generated by a nonempty $B$ in every model in which $D(A)$ is defined. The requirement that $A$ is not empty is a presupposition of definite determiners on the models in which their interpretation is defined (see also de Jong and Verkuyl (1985) on the presuppositions of definite determiners). The set $B$ determines the truthconditions or the interpretation of the definite $D$, but the set $A$ imposes a necessary pre-condition on a model for its interpretation: prior context must have introduced elements of the set $A$ Indefinite determiners like three or few which are weak and intersective do not carry such a presupposition on $A$, but their interpretation, which is always defined, requires $A$ to be of a certain cardinality. Indefinite determiners serve to change the context so that $A$ is of the required cardinality. But how do we represent such contextdependency in the notion of a generalized quantifier? Westerståhl (1985b) suggests relativizing all determiners to a context set $X \subseteq E$ by the following universal condition.

Restriction. $D_{E}^{X} A B \leftrightarrow D_{E}(X \cap A) B$.
Conservativity and Extension are preserved under this Restriction, and a local form of Quantity where the permutation is restricted to $X$ may even be maintained as well. Many of the relational properties of determiners are preserved as well, but anti-symmetry, for instance, is not. Note that restriction to a context set $X$ does not add another argument to a binary determiner, but serves to represent which elements of the large domain of entities $E$ have been contextually given. Definite determiners are analyzed as context set indicators requiring $|X \cap A|>0$, and indefinite determiners extend a given, possibly empty context set with new entities with property

A The determiners which are neither definite nor indefinite, like the positively strong more than half or every, each and all together with their right monotone decreasing counterparts are truly quantitative over $E$ and do not depend on any context set. Note that this notion of a context set solves a well-known problem concerning the uniqueness of the referent of a singular definite description: $A$ may contain other elements besides those in the relevant context set $X \cap A$. E.g., interpreting the dog is running in the yard in a context where there are possibly more dogs around only requires $X \cap \llbracket \operatorname{dog} \rrbracket$ to contain a single dog, but $A \subseteq E$ may be of any non-empty cardinality.

In relation to this semantic analysis of definite and indefinite determiners as context-sensitive generalized quantifiers it is worth noting that quantifiers with definite determiners, whether plural or singular, have unique witness sets and quantifiers with indefinite determiners may have different witness sets.

Definition 14.7 A witness set of a conservative quantifier $D(A)$ is any $W \subseteq A$ such that $D A W$.

Since $D A B$ with a definite monotone increasing determiner is interpreted as principal filter generated by $B$, the witness set $W$ for $D(A)$ is always nonempty and unique. Furthermore this $W$ is a singleton in case the relevant $C N$ is morphologically marked as singular, and of cardinality 2 or more in case the relevant $C N$ is morphologically marked as plural. Indefinite determiners introduce new elements of the domain into $X \cap A$, hence there may be several disjoint witness sets for a quantifier $D(A)$ with a weak determiner. The number marking of the $C N$ again determines whether the witness set is a singleton or not, but the determiner itself may in addition impose an exact cardinality on $X \cap A$ and hence on any witness set for $D(A)$. In verifying a quantified sentence in a model we search for such witness sets, and if one is found, the statement is true in that model. Since quantifiers with definite determiners have only one witness set, the entire domain $E$ may have to be searched in an attempted verification, whereas a quantifier with an indefinite determiner is verified as soon as one witness is found, and the domain may contain more such witness sets. From this fact we may predict that experimental verification of definite monotone increasing NPs requires in general more search time than indefinite monotone increasing NPs. Along these lines it may become feasible to give the theory of generalized quantifiers in natural language empirical foundations in psycholinguistic research.

## Exercises

1. Explain and illustrate in a Venn diagram with two sets $A$ and $B$ in a domain $E$ what the combined effects of the four universal conditions on quantifiers are.
2. Represent the following quantifiers and properties of quantifiers in the number-theoretic trees by describing the set of pairs which verify the quantifier by shading the appropriate area in the tree, and/or by describing the general pattern which the condition imposes on the tree.
(a) no men
(b) not all men
(c) neither man
(d) at most two men
(e) at least one man
(f) exactly one man or exactly three men do not walk ( $B=$ walkers)
(g) Variation
(h) Right monotone increasing
(i) Symmetry
3. Determine the monotonicity properties of the following determiners: several, at most three, none, at least $n$, some (sing), these, neither, every, all, each, infinitely many, a finite number of, most, many.
4. (a) Show with some examples of entailments for some simple left monotone increasing determiners that they are also:
(i) right monotone increasing
(ii) continuous
(b) Construct an example of a complex English determiner which is left monotone increasing but not right monotone increasing.
5. Show in a model with four entities that John's books is not a quantitative quantifier, whereas every book is.
6. Prove set-theoretically that Variation is preserved under external and internal negation, (i.e. if $Q$ meets Variation, then $\sim Q$ and $Q \sim$ do).
7. Prove that
(a) if $Q$ is monotone increasing, $Q^{\sim}$ is monotone increasing
(b) for any $Q$, the dual of $Q^{\sim}$ is $Q$ itself
(c) for any $Q, Q^{\sim} \Leftrightarrow \sim(Q \sim) \Leftrightarrow(\sim Q) \sim$
(d) if $Q$ is self-dual, then $Q \sim \Leftrightarrow \sim Q$
8. Prove that every definite determiner is positive strong.
9. We define an intersective determiner as a determiner $D$ for which in all models M and all $B \subseteq E: D A B \leftrightarrow D(A \cap B) B$.
(a) Prove the following equivalences for intersective determiners:

$$
D A B \leftrightarrow D(A \cap B) E \leftrightarrow D B A
$$

(b) Give natural language examples of these semantic equivalences.
10. Prove in the relational analysis of determiners that
(a) every antisymmetric determiner is transitive
(b) every connected determiner is almost connected
(c) every transitive determiner is positive strong (i.e. if $((D A B \& D B C) \rightarrow D A C)$ then $(D A B \rightarrow D A A))$

## Chapter 15

## Intensionality

This chapter is of a somewhat different nature than the rest of this book, since it does not present mathematical tools for linguistic analysis, nor show successful applications of such tools to linguistic problems. It is concerned with some of the most difficult issues in philosophical and linguistic semantics which for a long time have been and still are central to the theory of meaning and interpretation of natural language. Various analyses of these issues have been proposed using different mathematical tools, but at least in the present state of the art there is no single account of these puzzles which is commonly received and recognized as the right solution. The core of these issues is outlined here without much formalization only to provide some initial understanding of what is at stake. In Section 3 a simple method is presented to analyze intensionality in natural language, and the discussion in subsequent sections may aid in appreciating the possibilities and limitations of different mathematical methods for linguistic analysis.

### 15.1 Frege's two problems

Two semantic puzzles which preoccupied Frege, the founder of modern logic, still constitute major foundational problems of contemporary linguistic and philosophical theories of meaning and interpretation. The first puzzle concerns the information expressed in identity statements with coreferential NPs. The classical discussion is based on the question why
(15-1) Hesperus is Phosphorus
would have been an informative identity statement to the Babylonian astronomers who did not know it was true, whereas

## (15-2) Hesperus is Hesperus

would to them be completely uninformative, even though (15-1) and (15-2) are both true statements and the NPs, all proper names, corefer to the same object, the planet Venus. The same puzzle is also often formulated with complex referential NPs like definite descriptions, as in the informative

## (15-3) The Morning Star is the Evening Star

and the uninformative

## (15-4) The Morning Star is the Morning Star

If coreferential expressions have the same semantic value, they must be substitutable for each other in any context without changing its semantic value. Substitution of semantic equivalents is an important rule of inference in any logical system. But how can (15-1) and (15-3) then be informative, whereas (15-2) and (15-4) in which coreferential expressions are substituted are completely uninformative? If a semantic theory is to account for such facts it must allow coreferential expressions to have different semantic values. For this purpose Frege introduced the fundamental distinction between the reference (Bedeutung) of an expression and its sense (Sinn). Proper names and other referential NPs may refer to the same object or individual, but they differ in their sense. Since we use natural language to communicate our thoughts, the meaning of any linguistic expression must at least in part be accessible to all its users. This objective part of meaning is what Frege called the sense of an expression Identity statements are informative when they contain expressions with different senses, and they are true when their NPs are coreferential Conditions of 'informativeness' hence cannot be identified with truth conditions. Perhaps there is more to the semantic value of an expression beyond its sense and reference, like its psychological associative power, connotation or 'color,' but that part of its meaning will be subjective and should be disregarded in semantics, according to Frege, for it cannot be the source of communicable information.

The sense of an expression determines its reference in different situations, but even when the reference of an expression in every situation is determined,
this does not fix its sense uniquely. If we assume, as Frege did, that the reference of a sentence is its truth value, two sentences that necessarily have the same truth value in all situations, e.g.
(15-5) Robin won the race
(15-6) Everyone who did not compete or lost in the race has done something Robin did not do
still differ in their Fregean sense (the example is adapted from Bigelow (1978)) Similarly two distinct tautologies which are both always true may contain different information In a proof, for instance, we use the logical laws and inference rules to construct a sequence of tautologies, yet new information is inferred from its premises Reasoning in ordinary language is also based on the manipulation of old information to gain new information. If the semantics of natural language is to account for coreference, inference and reasoning, it should contain a mathematically satisfactory analysis of the Fregean notions of sense and reference.

The second problem Frege presented as a central question to semantics is related to the first one of informative identity statements. If such statements or any other two statements with the same truth values are embedded as sentential complements of certain verbs, the resulting statements may differ in truth value. For instance,

## (15-7) Robin believes that Hesperus is Phosphorus

(15-8) Robin believes that Hesperus is Hesperus
(15-7) may be false, whereas (15-8) must be true even when Robin knows nothing of Babylonian astronomy, or when he is not even aware of what the name 'Hesperus' refers to For Frege this meant that sentences embedded in that-clauses do not refer, as they ordinarily do, to their truth value but refer indirectly, i.e. they refer to their customary senses. Substitution of coreferential or equivalent expressions in such that-clauses does not preserve the truth value of the entire statement. Only if the believer knows that two NPs are coreferential can they be substituted in his belief reports.

Contexts where substitution of coreferential or equivalent expressions does not preserve reference are called opaque, as opposed to transparent contexts where the laws of predicate logic hold without restrictions. To
appreciate the extent of this semantic problem in natural language consider the following versions of the same problem in different opaque contexts.
(15-9) The Babylonian astronomers did not observe or compute that Hesperus was the same planet as Phosphorus
(15-10) The Babylonian linguists did not realize that 'Hesperus' and 'Phosphorus' are coreferential NPs, but they called Venus both 'Hesperus' and 'Phosphorus' (based on Soames (1985))
(15-11) Someone found out that the Morning Star and the Evening Star are the same planet
(15-12) John told me that the Babylonians referred to Venus as Hesperus or Phosphorus
(15-13) We know which planet the Morning Star or the Evening Star is, but the Babylonians did not know that

Another source of opacity was described originally in Quine (1956) and based on belief reports grounded in perception. Ralph sees on one occasion a man in a brown coat and says (of him) 'He is a spy.' On another occasion Ralph sees a man in a grey coat and says (of him) 'He is not a spy.' Unbeknownst to Ralph, what he sees on these two occasions is the same man dressed in different coats. Ralph will report about the man he has seen with the two sentences
(15-14) The man in the brown coat is a spy
and
(15-15) The man in the grey coat is not a spy

Since the two NPs corefer, (15-14) and (15-15) are contradictions But Ralph is not aware of their coreference, since from the two resource situations in which he used the NPs to refer to an individual he saw, he did not gain sufficient information to identify their referent as the same man. Someone
who is aware of this coreference would explicitly report Ralph's beliefs as contradictory by using a proper name (or demonstrative NP) to refer to the object of Ralph's beliefs. If the man is called Ortcutt, Ralph's beliefs would be described by
(15-16) Ralph believes of Ortcutt that he is and is not a spy.

The semantics of belief reports must on the one hand allow for people to have contradictory, incompatible or inconsistent beliefs, due to their misinformation or lack of information, but it must also be able to indicate on what grounds their beliefs are contradictory or incompatible. It must explain why Ralph believes (15-14) and (15-15), but does not assent to (15-16) nor to any other equivalent contradiction about the object of his beliefs, even though (15-16) is entailed by the conjunction of (15-14) and (15-15). This requires an account of the sense of expressions and the way their sense contributes compositionally to the reference of a that-clause in an opaque sentence-embedding construction.

From a more linguistic point of view we should note that NPs other than proper names or demonstratives inside opaque contexts cannot in general be extraposed without changing the interpretation of the entire statement. Consider the following existential constructions, disregarding tenses for the moment. If Ralph has reported his beliefs with (15-14) and (15-15), someone who heard him may express what Ralph said with (15-17) or (15-18), to which Ralph himself would still assent.
(15-17) Ralph believes that there is a man in a brown coat who is a spy and that there is a man in a grey coat who is not a spy
(15-18) There is a man in a brown coat of whom Ralph believes that he is a spy and there is a man in a grey coat of whom Ralph believes that he is not a spy

Since the definite NPs in Ralph's belief reports were grounded in his perception, we may infer with existential generalization to the existence of the individuals he saw, now using indefinite NPs to report what Ralph saw. Although (15-18) and (15-19) may seem (near) equivalents, and Ralph should assent to both, someone who knows that Ralph saw Ortcutt on both occasions will take (15-18) to be true but (15-19) to be false.
(15-19) There are two men and Ralph believes of the one that he is a spy and of the other that he is not a spy

Ralph cannot assent to two other sentences, (15-20) and (15-21), which each entail ( $15-17$ ), a sentence to which he did assent.
(15-20) There is a man of whom Ralph believes that he is and is not a spy
(15-21) Of Ortcutt Ralph believes that he is and is not a spy

These sentences all differ in their sense, express different thoughts as Frege would say, but to provide a full-fledged compositional semantic analysis of these differences in terms of their information value is an assignment that still constitutes a major open research problem. It requires a mathematically satisfactory account of equivalence of 'semantic value' which is sufficiently fine-grained to explain when a statement expresses new information to someone in a particular context, and what that information is, given the information that is already available to him.

To see why ordinary predicate logic cannot account adequately for opaque contexts we should realize that they are characterized by
(15-22) (i) failure of substitution of predicate-logical equivalents
(ii) failure of existential generalization

Although the example of Ralph's beliefs did admit of some forms of existential generalization, because his own reports were grounded in his (nonhallucinating) perception, NPs in opaque contexts in general do not admit such existential generalization as we see in (15-22) and (15-23).
(15-23) (a) John wants to catch a fish and eat it
(b) There is a fish that John wants to catch and eat
(15-24) (a) Every man seeks a woman who will always love him
(b) For every man there exists a woman who will always love him if he seeks her

In a situation where (15-23a) is true there may not be a particular fish that John wants to catch and eat, and from (15-24a) we cannot legitimately
infer that for every man there is a woman who will love him if he seeks her Note that in each example any situation in which the (b) sentence is true must also verify the (a) sentence, so the (b) sentences entail the (a) sentences but not vice versa. The (a) sentences are hence semantically ambiguous, i.e. open to various interpretations, in a way that the (b) sentences are not. If opaque contexts like the (a) sentences are given an interpretation which is equivalent to their corresponding (b) sentences, we call this interpretation its de re interpretation (from Latin, about the 'res' (thing or object) itself), otherwise the interpretation of opaque contexts is called de dicto (literally, about what was said or about the word). In a compositional semantics these entailments will have to be reflected as a relation between the interpretation of the sentences, and the difference in their structure will be important. In predicate logic quantificational ambiguities are dissolved by differentiating the scope of quantifiers, but in models for opacity phenomena quantifier scope may depend not only on other quantifiers but also on the interpretation of the expressions that create the opacity.

### 15.2 Forms of opacity

Opacity phenomena are inherent to natural language, and in fact contribute importantly to the efficiency of communication in ordinary language use. One and the same expression may be used in different linguistic or extralinguistic contexts and express different information. A disambiguated formal language is required for the purposes of formalization, abstract representation and mathematical analysis of the semantics of natural language, as we learned in practicing translations of English to predicate logic. Interpretation in mathematical models or translation to a formal language disambiguates natural language expressions, which is prerequisite for an account of reasoning and inference in ordinary language use. Our choice of mathematical methods should be determined by the kind of phenomena we want to study: for some quantificational ambiguities predicate logic is suitable, but for opacity phenomena different mathematical methods may provide analytical tools suited to different kinds of opacity.

In the previous section various kinds of opaque contexts were presented, and in this section we discuss more systematically but still informally what kinds of expressions in natural language may give rise to opacity.

The belief contexts in the previous section show that the epistemic verbs to believe and to know give rise to opacity The examples were all based on
sentential complements in that-clauses, but it is important to see that some epistemic verbs also allow other constructions which may be partly opaque as well. Consider the following sentences
(15-25) Ralph believes a man in a brown coat to be spying
(15-26) Ralph knows Ortcutt but does not believe (that) he is a spy

Sentence (15-25) does not contain a that-clause, but the object NP and infinitival clause may well be interpreted de dicto, i.e dependent on, or in the scope of the belief-verb Sentence (15-26) shows that an epistemic verb may take an object NP which is an antecedent for a coreferential pronoun in a coordinated sentence containing another epistemic verb. Note that even when Ortcutt is indeed a spy, (15-26) may well be true. At least on some understanding of what it is to know someone, Ralph may know Ortcutt although he does not know or even believe everything that is true of him. The verb to believe behaves differently in this respect, since to believe someone is to believe that what he says is true. Belief in someone is again different, and borders on metaphoric use, but it is also opaque in that for instance (15-27)
(15-27) Ralph believes in a spy with a brown coat
means that Ralph believes that there is someone who is a spy and wears a brown coat, but in reality there maybe nobody who actually has these properties.

Although to believe and to know are typical epistemic verbs, this class of verbs that give rise to opacity is much larger and includes the stative to be aware of, and to be conscious of, besides action denoting verbs as to find out, to compute, to calculate, to discover, which are actions of gaining information and hence epistemic. These verbs belong to the same class on criteria that are semantic in nature; they do not necessarily enter in the same syntactic constructions. The non-equivalence of sentences (15-28) and (15-29) shows that coreferential NPs cannot be substituted in a context find out who NP is.
(15-28) Ralph found out who the man in the grey coat was
(15-29) Ralph found out who Ortcutt was

Similarly a that-clause reporting the content of a discovery or of a computation is opaque, as illustrated in (15-30), and the non-equivalent (15-31) and (15-32).
(15-30) An astronomer discovered that Hesperus and Phosporus are the same planet
(15-31) An astronomer computed that Hesperus is the planet Venus
(15-32) An astromer computed that Phosporus is the planet Venus

In (15-31) and (15-32) it becomes particularly clear that performing a certain operation on given objects is sensitive to the description of the objects, i.e the way the input is given to the operation.

A class of opacity creating verbs which is closely related to the epistemic verbs is the class of perception verbs. However, certain constructions with perception verbs are transparent as we see from (15-34) and (15-35).
(15-33) Ralph sees that the man in the brown coat is spying
(15-34) Ralph sees the man in the brown coat spy
(15-35) Ralph sees Ortcutt spy

In (15-33) we cannot substitute the coreferential Ortcutt for the definite NP embedded in the that-clause reporting Ralph's perception. But in the naked infinitive constructions in (15-34) and (15-35) coreferential NPs can be substituted without distorting the content of the report. (see Barwise (1981), Higginbotham (1983) and Asher and Bonevac (1985) for more discussion) The class of perception verbs includes visual and auditory perception, but also verbs like to notice, or perhaps even to catch.

Epistemic verbs and perception verbs directly concern the information of a person or a 'system', hence, for obvious reasons, communication verbs like to tell, to say, to announce, to inform and to indicate give rise to opaque constructions, not only in that-clauses. Consider the invalid inference in (15-36)
(15-36) Ortcutt told Ralph about his profession Ortcutt is a professional spy
$\therefore$ Ortcutt told Ralph that he is a spy

Telling someone about or something or telling him what something is brings in prime examples of opacity, as ( $15-36$ ) shows, since for the first premise to be true Ortcutt may have told Ralph anything ranging from true stories about his adventurous life in Casablanca to tales about his cover-up occupation as real estate agent: the relation of someone telling something can be true without the relation truth-telling being true. The verb to indicate has interesting semantic properties of its own, but it does require a that-clause for a de dicto, opaque interpretation of what is indicated as the invalid (15-37) and the transparent, valid arguments in (15-38) and (15-38') show.
(15-37) The thermometer indicates that the temperature is ninety degrees Fahrenheit
Ninety degrees Fahrenheit is the average summer temperature
$\therefore$ The thermometer indicates that the temperature is the average summer temperature
(15-38) The thermometer indicates the temperature The temperature is ninety degrees Fahrenheit
$\therefore$ The thermometer indicates ninety degrees Fahrenheit
(15-38) The thermometer indicates ninety degrees Fahrenheit Ninety degrees Fahrenheit is the average summer temperature
$\therefore$ The thermometer indicates the average summer temperature

Besides the epistemic, perceptual and communication main verbs that give rise to opacity, the modal auxiliary verbs may, must, and can create well known opaque contexts, as well as the modal adverbials possibly and necessarily and the modal constructions with pleonastic subjects that take sentential complements it is necessary that and it is possible that. The logical aspects of modalities have been studied thoroughly in systems of modal or intensional logic, that were developed after the extensional systems of predicate logic. (See Hughes and Cresswell (1968) and van Benthem (1985)) The variety of such intensional systems cannot be discussed here, but in the next section it is briefly indicated what general characteristics make them useful tools for the semantic analysis of opacity phenomena in natural language

In philosophical logic formal systems have also been designed for verbs of permission or obligation, called 'deontic' verbs (from the Greek deon'duty') like to permit, or to allow, or the auxiliary verbs may and must. One important feature of such deontic verbs is that the rule of Addition (if $p$ then $p \vee q$ ) which is valid in the logic of statements cannot be a rule of deontic logic, since the following argument is clearly intuitively invalid.
(15-39) John may/is allowed to take a pear

## $\therefore$ John may/is allowed to take an apple or a pear

In such deontic contexts disjunction apparently strengthens the information, rather than weakens it as it ordinarily does in transparent contexts and extensional inferences. Obviously, existential generalization is not valid either in deontic statements, since there is not necessarily a particular pear of which it is said that John may take it.

Related to the class of deontic verbs are the main psychological attitude verbs to desire, to seek, to want and to search. We have already seen some examples of opaque contexts with such verbs. Finally there are the intentional verbs which describe a mental state of the subject like to try, to attempt, to plan, including perhaps to promise. Note that intentions are not to be confused with intensions; the former are mental states a subject can be in, whereas the latter are properties of linguistic or logical expressions to which we return below. Often the epistemic and perceptual verbs together with the psychological attitude and intentional verbs are called the verbs of (psychological) attitudes

This review of opacity phenomena in natural language is not intended as a comprehensive list, but it shows that natural language is far richer
in expressive power than can be captured with the basic tools of ordinary predicate logic. The next section introduces some new methods to account for scope ambiguities in opaque contexts and some other opacity phenomena.

### 15.3 Indices and accessibility relations

In Section 12.5 the important idea of relativizing a predicate-logical truth definition to possible states of information was introduced in Kripke models as semantics for Heyting algebras The same idea underlies the elementary system of intensional logic which is introduced in this chapter Instead of the absolute notion of truth (or falsity) in a model that was defined for predicate logical formulas, we define here a notion of the truth value of a formula relative to an index. The syntax of the system of intensional logic will be specified here briefly, but we will not discuss its methods of proof. The usefulness of indexing truth values for natural language applications is illustrated with some examples of English expressions translated into a system of intensional logic, concentrating on the semantic aspects of the intensional logic.

Relativization of truth values to an index is a generalization of the infor-mation-states of Kripke models. An index can be understood as an epistemic state representing the information available to an agent, or as a 'possible world', i.e., an alternative to the actual world representing a way things could have been otherwise, or as a mixture of such interpretations, or we can give it any other interpretation we want to depending on the kind of opacity to be explained by it. We will understand the notion of an index in the most general way here, leaving aside any metaphysical or philosophical reffection on its nature. For simplicity we start out taking indices as unanalyzed primitives of the model theory and add a set of indices to the predicate logical models

If we assume that a sentence expresses a statement at an index, the truth value of that statement is either true or false at that index. We assume for simplicity that the reference of an expression is always determined, although an interpretation could be defined partially, leaving the reference of an expression undetermined at some indices The Fregean reference of a sentence is hence defined as its truth value We call the reference of any expression here its extension. To account for opacity the Fregean sense of a statement should also be defined As a first approximation of Fregean senses let us define the intension of an expression as a function or an operation from the
set of indices to the extensions of the expression. For simplicity we do not introduce in the syntax of the intensional logic a particular symbol for the intension of an English expression, as is common in Montague Grammar (see Dowty, Wall and Peters (1981)) Below it will become clear that this notion of an intension is not sufficiently fine-grained to account fully for Fregean senses, as it identifies the intensions of expressions that should have different semantic value or senses, since they are not substitutable in all contexts preserving informative content

Instead of the partial order on information states that characterizes Kripke semantics for Heyting algebras, in intensional logic any relation may be defined on the set of indices. Such relations are called accessibility relations, representing which indices can be reached from a given index in a model. The accessibility relations characterize the structure of the models, and it is a sound methodological strategy to impose structure only when such is required for purposes of natural language semantics, i e depending on the nature of the opacity creating expressions.

The syntax of this system of intensional logic is a simple extension of predicate logic adding two operators that take formulas to produce new formulas. To define the set of formulas of intensional logic by extension of the recursive set of rules of predicate logic the following clause suffices:
(i) if $\varphi$ is a formula then $\square \varphi$ and $\diamond \varphi$ are formulas.

Note that this syntactic clause generates for instance $(\forall x) \square \varphi,(\exists x) \square(\forall y)$ $\diamond \varphi$, and the iterated $\square \square(\forall x) \varphi$ and $(\forall x) \square \diamond \varphi$.

Although the choice of semantic primitives is in principle open, we choose for simplicity to stay close to the predicate logical models and assume as primitives of the model theory a (non-empty) set of indices I, a domain of individuals or entities $D$, an accessibility relation $R \subseteq \mathbf{I} \times \mathbf{I}$, an interpretation function 【.. 】and a variable-assignment function $g$. An intensional model is then a quintuple $\mathrm{M}^{I}=\langle\mathrm{I}, D, R, \mathbb{I} . \|, g\rangle$. We define recursively the notion of the extension of a formula in a model, relative to the assignment $g$ and an index $i$

Let $\mathrm{M}^{I}$ be an intensional model, $i \in \mathrm{I}$ and $g$ a variable assignment, then an extension of an expression at an index $i$ in the intensional model is defined as:
(i) for any constant $c \llbracket c \rrbracket^{\mathrm{M}, g, i} \in D$
(ii) for any variable $x \llbracket x \rrbracket^{\mathrm{M}, g, i}=g(x) \in D$
(iii) if $P$ is an $n$-ary predicate-letter, then $\llbracket P \rrbracket^{\mathrm{M}, g, i} \subseteq D^{n}$
(iv) if $P\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ is a formula, then
$\llbracket P\left(t_{1}, t_{2}, \quad, t_{n}\right) \rrbracket^{\mathrm{M}, g, i}=1 \mathrm{iff}$
$\left\langle\left[t_{1} \rrbracket^{\mathrm{M}, g, i} \llbracket t_{2} \rrbracket^{\mathrm{M}, g, i}, \ldots, \llbracket t_{n} \rrbracket^{\mathrm{M}, g, i}\right\rangle \in \llbracket \mathrm{P}^{\mathrm{M}, g, i} ; 0\right.$ otherwise
(v) if $\varphi$ and $\psi$ are formulas, then
$\llbracket \sim \varphi \rrbracket^{\mathrm{M}, g, i}=1$ iff $\left.\llbracket \varphi\right]^{\mathrm{M}, g, i}=0 ; 0$ otherwise
$\llbracket \varphi \& \psi \rrbracket^{\mathrm{M}, g, i}=1$ iff $\llbracket \varphi \rrbracket^{\mathrm{M}, g, i}=1$ and $\llbracket \psi \rrbracket^{\mathrm{M}, g, i}=1 ; 0$ otherwise
$\llbracket \varphi \vee \psi \rrbracket^{\mathrm{M}, g, i}=1$ iff $\left.\llbracket \varphi\right]^{\mathrm{M}, g, i}=1$ or $\left[\psi \rrbracket^{\mathrm{M}, g, i}=1 ; 0\right.$ otherwise $\llbracket \varphi \rightarrow \psi \rrbracket^{\mathrm{M}, g, i}=1$ iff $\llbracket \varphi \rrbracket^{\mathrm{M}, g, i}=0$ or $\llbracket \psi \rrbracket^{\mathrm{M}, g, i}=1 ; 0$ otherwise $\llbracket \varphi \leftrightarrow \psi \rrbracket^{\mathrm{M}, g, i}=1$ iff $\llbracket \varphi \rrbracket^{\mathrm{M}, g, i}=\llbracket \psi \rrbracket^{\mathrm{M}, g, i} ; 0$ otherwise $[(\forall x) \varphi]^{\mathrm{M}, g, i}=1$ iff for every $d \in D[\varphi]^{\mathrm{M}, g^{\prime}[x / d], i}=1 ; 0$ otherwise $\llbracket(\exists x) \varphi]^{\mathrm{M}, g, i}=1$ iff for some $d \in D \llbracket \varphi \rrbracket^{\mathrm{M}, g^{\prime}\{x / d], i}=1 ; 0$ otherwise $\llbracket \square \varphi]^{\mathrm{M}, g, i}=1$ iff for every $i^{\prime}$ such that $\left.i R i^{\prime} \llbracket \varphi\right]^{\mathrm{M}, g, i^{\prime}}=1 ; 0$ otherwise $\llbracket \Delta \varphi \rrbracket^{\mathrm{M}, g, i}=1$ iff for some $i^{\prime}$ such that $i R i^{\prime} \llbracket \varphi \rrbracket^{\mathrm{M}, g, i^{\prime}}=1 ; 0$ otherwise

Formulas with the new intensional operators $\square$ and $\diamond$ are interpreted as true by requiring truth of the remaining formula at all accessible indices or its truth at some accessible index respectively This resembles the universal quantifier, and the existential quantifier now ranging over indices instead of ranging over individuals. These intensional operators consider the extension of an expression in their scope on indices accessible from the index of evaluation $i$. All the extensional predicate logical formulas are interpreted on $i$ itself, but the extension of intensional formulas depends on extensions of subformulas at other indices.

As an illustration of this interpretation in an intensional model let us evaluate the quantified formula $\diamond(\exists x)(P x \& \square Q x)$ in

$$
\begin{gathered}
\mathrm{M}^{*}=\left\langle\left\{i_{0}, i_{1}, i_{2}\right\},\left\{d_{0}, d_{1}, d_{2}, d_{3}\right\},\right. \\
\left.R=\left\{\left\langle i_{0}, i_{0}\right\rangle,\left\langle i_{1}, i_{1}\right\rangle,\left\langle i_{2}, i_{2}\right\rangle,\left\langle i_{2}, i_{1}\right\rangle,\left\langle i_{1}, i_{2}\right\rangle\right\}, \mathbb{I} \mathbb{I}, g\right\rangle
\end{gathered}
$$

given that

$$
\begin{aligned}
& \llbracket P \rrbracket^{\mathrm{M}^{*}, g, i_{0}}=\emptyset, \quad \llbracket Q \rrbracket^{\mathrm{M}^{*}, g, i_{0}}=\emptyset \\
& \llbracket P \rrbracket^{\mathrm{M}^{*}, g, i_{1}}=\left\{d_{2}, d_{3}\right\}, \llbracket Q \rrbracket^{\mathrm{M}^{*}, g, i_{2}}=\left\{d_{0}, d_{3}\right\} \\
& \llbracket P \rrbracket^{\mathrm{M}^{*}, g, i_{2}}=\left\{d_{0}, d_{3}\right\}, \llbracket Q \rrbracket^{\mathrm{M}^{*}, g, i_{2}}=\left\{d_{1}, d_{2}, d_{3}\right\}
\end{aligned}
$$

To evaluate a formula we pick an index of evaluation, say $i_{1}$, and see whether we can verify the formula
$\llbracket \circ(\exists x)(P x \& \square Q x) \rrbracket^{\mathrm{M}^{*}, g, i_{1}}$ is true iff at some $i^{\prime} i R i^{\prime}$ and $(\exists x)(P x \& \square Q x)$ is true; in $\mathrm{M}^{I}$ the indices $i_{1}$ and $i_{2}$ are accessible from $i_{1}$; let's pick $i_{1}$ and see whether we can verify the remaining formula.
$\llbracket(\exists x)(P x \& \square Q x) \rrbracket^{\mathrm{M}^{*}, g, i_{1}}$ is true iff for some $g^{\prime}$ which is like g except for assigning $d$ to $x, \llbracket(P x \& \square Q x) \rrbracket^{\mathrm{M}^{*}, g^{\prime}[x / d], i_{1}}=1$

There are in fact two objects in the extension of $P$ at $i_{1}$, so there are two distinct assignments $g^{\prime}$ and $g^{\prime \prime}$ which verify the first conjunct $P x$. But do they also verify the second conjunct? If $g^{\prime}(x)=d_{2}$ and $g^{\prime \prime}(x)=d_{3}$, then to verify $\square Q x, Q d_{2}$ should be true at each index accessible from $i_{1}$, or $Q d_{3}$ should be true at each index accessible from $i_{1}$.

Since the indices $i_{1}$ and $i_{2}$ are accessible from $i_{1}$, but $Q d_{2}$ is not true at $i_{1}$, we rule out $g^{\prime}$ as route to verification, and check $g^{\prime \prime} Q d_{3}$ is true at each accessible index since $d_{3} \in[Q]^{\mathrm{M}^{*}, g, i_{1}}$ and $d_{3} \in[Q]^{\mathrm{M}^{*}, g, i_{2}}$. So for the assignment $g^{\prime \prime}(x)=d_{3}$ we can verify the entire $\llbracket(P x \& \square Q x) \rrbracket^{\mathrm{M}^{*}, g^{\prime \prime}\left[x / d_{3}\right], i_{1}}$.

Given this recursive definition of the extension of an expression at an index in an intensional model, two expressions are called coextensive at index $i$ iff they have identical extensions at $i$. Coreference of two NPs means that they are coextensive, so the notion depends on the index of evaluation. For instance, the winner of the race and Robin may be coreferential at some index, but not at others. We call two expressions extensionally equivalent in an intensional model when they have identical extensions at every index of that model. Two expressions are logically equivalent when they are extensionally equivalent in every possible intensional model. The strongest notion of equivalence says that two expressions are intensionally equivalent, when their intensions are identical, ie, when their associated functions from or operations on the set of indices to the extensions at an index are identical. This notion of an intension is best understood dynamically as the procedure of computing the extension of an expression at an index. For instance, the process of computing the reference of the winner of the race must involve evaluating the predicates winner and race, but these steps do not play any role in the process of computing the reference of Robin. Hence when the two NPs the winner of the race and Robin are coreferential or even extensionally equivalent they are not intensionally equivalent Since the intensional logic does not contain an expression for the intension of an expression this procedural character of intensions is not further analyzed in this model theory. Yet it is clear from the recursive definition of the extension of an expression in an intensional model by which procedure its extension is computed.

Now if we use these different notions of equivalence of expressions the following criteria of substitutability can be defined.

1. Expressions which are coextensive at $i$ are substitutable in a context with preservation of its extension only at $i$

2 Expressions which are extensionally equivalent are substitutable in a context with preservation of its extension at any index in that model.
3. Expressions which are logically equivalent are substitutable in a context with preservation of its extension at any index in any model.
4. Expressions which are intensionally equivalent are substitutable in a context with preservation of its intension

The translation of English to the intensional logic will not be carried out here, but we assume that the opacity creating expressions discussed in the previous section will always involve other indices besides the index of evaluation in the determination of the extension of an expression For instance, to evaluate John believes that Robin is the winner of the race belief is analyzed with an accessibility relation on indices, representing the different epistemic alternatives John entertains and requiring that at least one of these verifies the embedded statement

Belief contexts require verification of the embedded expression at some index which is related to the index of evaluation by the subject's epistemic accessibility relation (cf $\diamond$ ). Knowledge contexts would require verification of the embedded expression at all epistemically accessible indices (cf. $\square$ ). Similarly exploiting the universal and existential quantification over indices in the analysis of opacity, modal necessities require verification at all accessible indices (cf $\square$ ), modal possibilities only at some (cf. $\diamond$ ).

Some English examples which illustrate the four notions of substitutability are the following inferences.
(1) If we evaluate sentential complements of belief contexts at an index related by an epistemic accessibility relation to the index of evaluation, i.e., interpret all predicate letters and NPs at that belief index, the following inference is valid, since the second premise states that at that index the two NPs are co-referential.
(15-40) John believes that Robin has red hair John believes that Robin is the winner of the race

## $\therefore$ John believes that the winner of the race has red hair

Note that this inferential pattern is only valid with definite, referential NPs in the premise stating the co-reference at the belief-index. The difference between valid (15-41) and invalid (15-42) is based on just the definiteness of the anaphoric reference in (15-41) to the referent of the indefinite NPs introduced in the first premise.
(15-41) John believes that a man has red hair John believes that he is the winner of the race
$\therefore$ John believes that the winner of the race has red hair
(15-42) John believes that a man has red hair John believes that a man is the winner of the race
$\therefore$ John believes that the winner of the race has red hair
(2) Proper names, if translated to logical constants as in predicate logic, have a constant reference according to the first clause in the definition of extensions in an intensional model Kripke introduced the notion of a rigid designator for this semantic characteristic of proper names. Names do not contribute to the information expressed in a statement, but serve merely as 'pegs' for properties attributed to the referents. I.e., the extension of a proper name is the same entity of the domain at any index, so evaluating a proper name at any two indices gives the same extension. This means that a proper name in an opaque context can be extraposed outside the opacity creating expression to be evaluated at the index of evaluation without changing the truth value of the entire sentence.
(15-43) John believes that Robin won the race
$\therefore$ Of Robin John believes that he won the race
Note that for (15-43) to be valid John himself does not necessarily report his beliefs with the proper name, but anyone describing John's beliefs with the first premise invites the inference Because of this rigid designation of proper names, existential generalization is also valid when based on proper names But for other NPs, including definite descriptions, no such inferences are valid, since their interpretation may vary at the accessible indices from the index of evaluation, as the invalidity of (15-44) and (15-45) show
(15-44) John believes that a man won the race
$\therefore$ Of a man John believes that he won the race
(15-45) John believes that a man won the race

## $\therefore$ There is a man of whom John believes that he won the race

(3) Since predicate logic is contained in the system of intensional logic as defined above, the tautologies of predicate logic are also valid in intensional logic, ie., they are all logically equivalent, always true at any index in any model. This means that an inference is valid in intensional logic when a tautology is conjoined in an opaque context to a true premise.
(15-46) John believes that Robin won the race
$\therefore$ John believes that Robin won the race and that he does or does not have red hair

This is an unsatisfactory aspect of the simple system of intensional logic we introduced here, since John may simply fail to have any beliefs about Robin's hair color if he believes that Robin won the race. On the other hand no rational person can fail to believe a tautology when he realizes its necessary truth. If we maintain the ordinary logical notion of proof, inferences preserve truth, but do not necessarily preserve intension. We return to this problem below to suggest a solution.
(4) Finally there are intensionally equivalent equivalent expressions, which are equivalent because their extension at any index is calculated in the same way. To make this strong notion of equivalence precise a formal account of the computational procedures used in determining extensions should be given which specifies criteria of sameness for such procedures. We will not do so here, but a simple example illustrates the main idea.

We learned in Part B that conjunction can be viewed as a commutative operation on statements. Hence when determining the extension of a conjunction the order in which the extension of each conjunct is computed does not matter In verifying $p \& q$ we may start with either $p$ or $q$, knowing that the result will not be affected by our choice. Looking at predicate logical operations in this intensional way the logical equivalence of $p \& q$ and $q \& p$ should be attributed to their intensional equivalence. Some laws of extensional logic may be viewed as determining sameness conditions on operations, especially those that merely permute the order of connectives or
their arguments (Associative, Distributive and Commutative Laws) On the other hand laws like the Complement Laws, De Morgan's Laws or the Conditional Laws are valid because of the particular truth-functional meaning we assigned to the connectives in this system of classical predicate logic, but there are extensional systems in which they would not be valid. If we would incorporate a formal definition of intensions along these procedural lines and define which logical laws were valid due to the intensional equivalence of their arguments, the following statements could be considered logically equivalent on the basis of intensional equivalence of conjunction. Premise and conclusion are interchangable in any context because they are 'informationally equivalent' and never give rise to informative identity statements.
(15-47) John believes that Robin won the race and that Robin has red hair

## $\therefore$ John believes that Robin has red hair and that Robin won the race

To account for the full variety of opacity phenomena discussed in the previous section more sophisticated intensional models would be required, but the examples illustrate how some aspects of these opaque contexts can be analyzed with these simple intensional models. It should be clear that the predicate logical laws of existential generalization and substitution of extensionally equivalent expressions do not hold universally in this interpretation in intensional models.

To conclude this section we discuss briefly some of the limitations of this formalization of intensional interpretations for natural language.

As we remarked earlier in this system of intensional logic the predicatelogical tautologies are all logically equivalent, although not necessarily also intensionally equivalent, and similarly for contradictions This is partly due to the fact that we assumed that all functions are total, i.e defined for all arguments. If that assumption were dropped it would become possible to distinguish functions that are logically equivalent when defined, but which are not defined for the same arguments. For instance, the truth value of the predicate-logical tautology Robin did or did not win the race would only be defined if the name Robin had a reference at the same index, i.e. if the domain contained someone called Robin. The interpretation of names could still be constant but partially defined, which is compatible with their being rigid designators. The interpretation of another tautology Jane did or did
not win the race could similarly be partially defined, i e true at every index where Jane is interpreted. But the two tautologies would not necessarily be logically equivalent, for a model could be given which interpreted the two names at distinct sets of indices. Partial functions in semantic interpretations yield already an importantly finer-grained notion of logical equivalence.

The second problem with these simple intensional models concerns the interpretation of epistemic verbs which give rise to opaque contexts. Any logical consequence of what is believed by someone must be believed by him as well. For instance, if John believes that Robin won the race, then he must also believe that Robin won the race and that two plus two is four, assuming that names of numbers always refer. This issue is often called the problem of logical omniscience. What we know or believe is not ordinarily closed under its logical consequences, for we often discover new implications of information we have had for a long time Only if totally defined functions with constant extensions were absolutely forbidden in an interpretation in intensional models could this problem be adequately, though not insightfully be solved A more promising way would attempt to analyze the subject matter of beliefs and require that entailed beliefs must have the same subject matter. Another improvement would be to acknowledge the fact that on the one hand people have well understood beliefs which may be represented by a set of statements closed under some sufficiently fine-grained notion of logical consequence, but on the other hand they have a chunk of unanalyzed and only partially understood beliefs to be represented in a coarser way and not closed under any logical operation. The problem has not yet been solved in any definitive way for all epistemically opaque constructions which would still allow for people who have inconsistent beliefs to be rational in not just believing anything

The third aspect in which these simple intensional models need improvement is the interpretation of proper names. Even when we let the functions interpreting proper names be partial, this still would not account for two natural facts: first, different people may have the same name and only a name in a sufficiently specific context can be said to refer uniquely, and second, people may use the same name intending to refer to the same individual when in fact they refer to distinct individuals, for instance, because they were wrongly introduced or forgot their true names. A proper solution would require major modifications in the intensional models: a formal representation of contexts and a general method to incorporate parameters of language use, in particular for cases in which speakers may hook up the same name to a different person. If functions interpreting expressions could
be speaker-sensitive, we could explain how three communicative situations differ essentially although what two speakers say, respectively 'Robin has red hair' and 'Robin does not have red hair,' is exactly the same. In the first situation they would contradict each other, in the second they would merely refer to two different individuals called Robin, and in a third situation one of them or both could wrongly connect the name to the same individual or to different individuals.

The final point in which these intensional models are too simple is in their failure to account for genuine synonymous predicates Although there are not too many examples in natural language of truly synonymous descriptive predicates, an interpretation would have to discriminate them, although they are logically equivalent and, if syntactically simple, even intensionally equivalent. For instance, John may believe that woodchucks are marmots, whereas he may not believe that groundhogs are marmots, although woodchuck and groundhog are synonyms. The only option open to repair this shortcoming is to assume a set of primitive properties, as extensions of predicates, instead of giving predicates an extensional set-theoretic interpretation as the set individuals in the domain with the property.

These suggestions to improve upon the intensional models outlined in this section are all currently subject of new research. Various formal accounts of interpretations are being developed motivated by these and other problems that were encountered with the simple intensional models. The interested reader is referred to the readings suggested for this chapter.

### 15.4 Tense and time

Another important linguistic application of relativizing extensions of expressions to indices is the interpretation of verbs, tenses and temporal adverbs. In this section some elementary aspects of the semantics of temporal reference are outlined briefly and we discuss what modifications the interpretation in intensional models requires in order to accommodate some aspects of temporal reference

The simple past tense inflection on a verb, for instance, creates an opaque context, requiring the sentence to be interpreted in its present tense form at an index in the past of the index of evaluation Eg, Robin had red hair is interpreted as true at an index $i$ when there is an $i^{\prime}$ temporally located before $i$ at which Robin has red hair is true. This means that for the interpretation
of tenses the set of indices is ordered by an asymmetric and transitive accessibility relation representing the passage of time. The tenses expressed by inflection and the temporal auxiliary verbs require interpretation along this temporal axis. Some classes of temporal adverbs are interpreted along this line as quantifying in the meta-language over temporally ordered indices. Always is a universal quantifier, sometimes an existential one and adverbs of frequency like often, every week or twice a week require more complicated forms of quantification over indices,

The set of temporal indices may be structured by additional assumptions motivated by linguistic considerations. Besides auxiliary verbs and the inflectional morphology on VPs main verbs themselves describe changes in the world called events A sentence like Robin won the race describes an event which took place over a period of time in the past of the index of evaluation. When we consider the indices to represent periods of time of arbitrary length, rather than smallest 'points' or atomic moments, we may also want to assume a symmetric temporal overlap relation on the indices and construct smallest 'periods' as maximal sets of pairwise overlapping periods (see van Benthem (1983), Kamp (1979) and (1980)).

The temporal adverb now has a special semantic function, since in any context, transparent or heavily opaque, it refers to one and the same index, the time of utterance, in an intensional model. Each intensional model has to contain one designated index representing the current time, $i$ e. the 'now'-index, from which past and future coordinates are fixed Consider for instance
(15-48) You will once be grateful for what I tell you now

The future auxiliary verb takes the interpretation from the index of evaluation, the designated 'now'-index $i_{0}$, to a future index $i_{1}$, at which you are grateful for what I told you at the original 'now' index $i_{0}$, not for what I tell you at the new 'now'-index $i_{1}$ So when tenses require the interpretation to consider extensions at other indices, in any context the adverb now takes the interpretation back to the designated index. A contextual parameter 'time of utterance' can be represented in an intensional model as a specially selected index, and no matter at which index now is evaluated, its extension will always be that designated index. The difference between the two sentences
(15-49) A child was born who would be king
(15-50) A child was born who will be king
can be analyzed by requiring for the interpretation of (15-50) that the 'now'index be located between the past index at which a child is born is true and the future index at which the child is king is true, whereas the interpretation of (15-49) does not put any requirements on its location

The 'now'-index is identified in each model with the time at which the evaluated statement is uttered. But each intensional model represents then in fact a static picture of the world at that time, and the past and future coordinates are fixed with respect to that index. If we want to do justice to the flow of time in an intensional model a series of indices would have to be designated as consecutive 'now'-indices. And to interpret a discourse consisting of temporally ordered utterances a chain of such 'now'-indices would be required within each model. This cannot be incorporated straightforwardly into a simple intensional model if what was once true could later become false in one and the same model, and hence any analysis of valid inference would be lost. The problem can be solved if we introduce in the formal language variables for the indices which can then be referred to and quantified over at the level of the object language. But a more satisfactory solution would take the need to represent contextual parameters seriously and define a context-sensitive notion of meaning and interpretation which does justice to the dynamics of context change and processing information. This would require syntactic and semantic adaptations which cannot be specified further here, but in current research several frameworks are developed in which events and periods as their temporal substratum constitute a domain of objects in the interpretation (see Dowty (1979), Kamp and Rohrer (1983), Lo Cascio and Vet (1986), and Linguistics and Philosophy 9.1)

The verbs which describe changing events create opaque contexts for some of their arguments. A by now classical form of opacity, known as Montague's 'temperature puzzle' is the following invalid inference:

## (15-51) The temperature is ninety The temperature rises

## $\therefore$ Ninety rises

In this usage the verb to rise cannot have ordinary individuals in its extension, but must be interpreted as a property of intensional objects like functions or operations that determine extensions at an index. Verbs in the same semantic class include to change, to decrease, to increase, to grow, to diminish. In contrast to names of numbers, proper names of individuals apparently can take such change-denoting predicates notwithstanding their rigid designation Rather than cop out of the puzzles by treating these verbs as lexically ambiguous, it would further our understanding of intensionality and opaque contexts considerably if we analyzed how changes in an individual must be distinguished from changes in measurable properties such as volume, size, weight, warmth or relative location.

Another class of verbs which create interesting opaque contexts is formed by verbs describing actions of creation or destruction, e.g to build, to write, to construct, to cook, and to destroy, to demolish, to devastate, to burn. The object NPs of these verbs are opaque since the extension of these NPs gradually comes into existence or ceases to exist during the period at which the action takes place, and existential generalization cannot be valid in an unrestricted form The progressive tense is typically used to describe such actions as they are going on. The interpretation of these verbs must hence add new objects to the domain of the interpretation, and withdraw objects or parts of them from it. The simple intensional models were based on one static domain of individuals which were taken to 'exist' at any index in the model. An analysis of this form of opacity must allow the domain of objects over which quantifiers range to depend on the index. Verbs of creation shift the index and add new objects to the domain, and verbs of destruction shift the index and drop objects from the domain. But if more structure is imposed on the domains to represent part-whole relations between objects and a related relation between events, the in validity of the following inference can be analyzed
(15-52) John was writing a poem

## $\therefore$ John wrote a poem

and contrasted to the validity of the inference
(15-53) John was writing poetry $\therefore$ John wrote poetry.

These inferential patterns known as the 'Imperfective Paradox' receive much attention in recent research on tense and aspect.

In early work on temporal reference by the logician H. Reichenbach (Reichenbach (1947)) used besides the time of utterance, and the index at which the event took place, a third temporal index, the reference time to represent the temporal 'point of view' of the speaker. The difference between the simple past tense sentence Robin won the race and the present perfect tense sentence Robin has won the race is accordingly analyzed by requiring the interpretation of the simple past tense to shift the reference time as well as the event time to a past index relative to the time of utterance, whereas the present perfect tense only shifts the event time, leaving the reference time at the time of utterance Note, however, that not all simple past tense sentences shift the reference time but only those which describe 'bounded' or completed events This leads into the semantic analysis of aspect and verb classes which is an important focus of ongoing research. In frameworks of dynamic interpretation the notion of reference time has come to be crucial in accounting for temporal dependencies and temporal anaphora (see Kamp and Rohrer (1983) and Partee (1984))

### 15.5 Indexicality

In the previous section it was pointed out that in any linguistic context the temporal adverb now refers to a fixed contextual parameter, the time of utter ance. The class of expressions in natural language which serve such a semantic function, the indexical expressions, is much larger and includes the personal pronouns $I$, you, and we, besides the locative expressions here and there The demonstrative or deictic expressions this, that, these, those, and the deictic pronoun he are also often included in this semantic class.

The semantic interpretation of indexicals is essentially dependent on the extra-linguistic situation of use. An indexical refers in any linguistic context, i.e, on any index, directly to a value of a contextual parameter, eg. I refers to the speaker who utters the sentence, here to the location of utterance and that to what is being pointed at by the speaker But $I$ cannot be interpreted synonymously with the speaker since the reference of a definite description is always dependent on the index. So on the one hand the reference of an indexical does not depend on its linguistic sentential context, on the other hand it shifts when the context of use changes. The value of a contextual parameter, i.e., who is the speaker at an index, where something is said and
what is being pointed at changes constantly. The context of use determines the content of an indexical expression. For instance, when I say
(15-54) I am speaking
what I said differs from when you utter (15-54) The component of the Fregean sense of an expression which determines how the content is determined by the context of use is called the character of the expression This is what competent speakers of a language have to know if they are to understand ( $15-54$ ) in any context of use The content of an expression may be identified with what we called intension in the previous section, i.e., the context-independent procedure which determines its extension at an index. Now we may explain that any utterance of (15-54) is true, but that by uttering (15-54) I am not expressing a logically necessary truth, but a contingent statement, whose truth value varies from index to index Non-indexicals have a constant character and express the same content in every context.

To incorporate this account of the semantics of indexicals and their direct reference to elements of the context of use, the interpretation by indexing the extension of an expression in an intensional model is extended by contexts, i.e. a set of contextual parameters representing elements of a context of use and containing at least parameters for the speaker, the hearer, the utterance time and the utterance location: context $c=\left\langle s_{c}, h_{c}, t_{c}, l_{c}\right\rangle$. Of course, the set of contextual parameters can be extended upon need. This is called the fleshing out strategy: supply contextual parameters when indexical linguistic expressions refer to them.

In such a double-indexing interpretation the indexical $I$, for instance, is interpreted by a function from contexts to the parameter $s_{c}$, the speaker at that context, and the extension of $s_{c}$ is determined at an index by identifying it with the extension of the predicate speaking at that index This explains why
(15-55) The speaker is the one who is speaking
is an uninformative identity statement, whereas
(15-56) I am the one who is speaking
may express new information to others beside oneself
Proper names interpreted as Kripkean rigid designators are expressions with constant contents They are also independent of contextual parameters so their character is also constant The identity statement
(15-57) I am Robin
is informative in two different ways: first, when it gives a hearer a new way of rigidly referring to the speaker when he is not present and second, when the hearer already has information about someone called Robin, but is not acquainted with him from his own experience. In the first case, the information stabilizes the character, in the second case it hooks up a stable content to the external context of use.

To provide a satisfactory mathematical modelling of these issues lies at the heart of contemporary research in the semantics of natural language. We have attempted to show that the tools offered in the first three parts of this book provide a choice of mathematical methods to tackle such problems in a linguistic theory of meaning and interpretation.

## Exercises

1. If the intensional model $\mathbf{M}^{*}$ defined in Section 15.3 had an irreflexive accessibility relation, is the formula $\llbracket(\exists x)(P x \& \square Q x) \rrbracket M^{*, g, i_{1}}$ still verifiable? If so, define the assignment.
2. Compute in $\mathbf{M}^{*}$ defined in Section 153 the truth value of

$$
\llbracket(\exists x)(P x \& Q x) \rightarrow \diamond(\forall x) \sim P x) \rrbracket \mathbb{M}^{*, g, i_{0}}
$$

3. If the following formulas are assumed to be valid in a system of intensional logic they characterize a property of the accessibility relation. Find out which property by drawing relational diagrams of small intensional models, making the formula true at each index and verifying it
(i) $\square \varphi \rightarrow \varphi$
(ii) $\square \varphi \rightarrow \square \square \varphi$
(iii) $\diamond \square \varphi \rightarrow \varphi$

## Part E

## LANGUAGES, GRAMMARS, AND AUTOMATA

## Chapter 16

## Basic Concepts

### 16.1 Languages, grammars and automata

At one level of description, a natural language is simply a set of stringsfinite sequences of words, morpheme, phonemes, or whatever. Not every possible sequence is in the language: we distinguish the grammatical strings from those that are ungrammatical. A grammar, then, is some explicit device for making this distinction; it is, in other words, a means for selecting a subset of strings, those that are grammatical, from the set of all possible strings formed from an initially given alphabet or vocabulary.

In this chapter we will consider two classes of formal devices which can function as grammars in this very general sense: (1) automata, which are abstract computing machines, and (2) string rewriting systems, which generally bear the name "grammar" or "formal grammar". The latter will be familiar to linguists inasmuch as grammars in this sense have formed the basis of much of the work in generative transformational theory.

We begin by considering certain properties of strings and sets of strings. Given a finite set $A$, a string on (or over) $A$ is a finite sequence of occurrences of elements from $A$. For example, if $A=\{a, b, c\}$, then $a c b a a b$ is a string on $A$. Strings are by definition finite in length. (Infinite sequences of symbols are also perfectly reasonable objects of study, but they are not suitable as models for natural language strings.) The set from which strings are formed is often called the vocabulary or alphabet, and this too is always assumed to be finite. The length of a string is, or course, the number of occurrences of symbols in it (i.e., the number of tokens, not the number of types). The string $a c b a a b$ thus is of length 6.

Because we are dealing with tokens of an alphabet, there is an important difference between the linearly ordered sequences we call strings and a linearly ordered set If the set $A=\{a, b, c\}$ were linearly ordered, say, as $b \rightarrow a \rightarrow c$, each element of $A$ would occupy a unique place in the ordering. In a string, eg, acbaab, tokens of $a$, occur in the first, fourth, and fifth positions

To be formal, one could define a string of length $n$ over the alphabet $A$ to be a function mapping the first $n$ positive integers into $A$. For example, $a c b a a b$ would be the function $\{\langle 1, a\rangle,\langle 2, c\rangle,\langle 3, b\rangle,\langle 4, a\rangle,\langle 5, a\rangle,\langle 6, b\rangle\}$. There is little to be gained in this case by the reduction to the primitives of set theory, however, so we will continue to think of strings simply as finite sequences of symbols. A string may be of length 1 , and so we distinguish the string $b$ of length 1 from the symbol $b$ itself. We also recognize the (unique) string of length 0 , the empty string, which we will denote $e$ (some authors use $\Lambda$ ). Two strings are identical if they have the same symbol occurrences in the same order; thus, $a c b$ is distinct from $a b c$, and strings of different length are always distinct

An important binary operation on strings is concatenation, which amounts simply to juxtaposition. For example, the strings $a b c a$ and $b a c$ can be concatenated, in the order mentioned, to give the string abcabac. Sometimes concatenation is denoted with the symbol "ص" thus, abcaŋbac. Concatenation is associative since for any strings $\alpha, \beta, \gamma,\left(\alpha^{\frown} \beta\right)^{\frown} \gamma=\alpha^{\curvearrowleft}\left(\beta^{\frown} \gamma\right)$, but it is not commutative, since in general $\alpha^{\curvearrowleft} \beta \neq \beta^{\curvearrowleft} \alpha$. The empty string is the identity element for concatenation; ie, for any string $\alpha, \alpha^{\curvearrowleft} e=e^{\curvearrowleft} \alpha=$ $\alpha$.

Given a finite set $A$, the set of all strings over $A$, denoted $A^{*}$, together with the operation of concatenation constitutes a monoid. Concatenation is well-defined for any pair of strings in $A^{*}$ and the result is a string in $A^{*}$; the operation is associative; and there is an identity element $\left\langle A^{*},^{\frown}\right\rangle$ fails to be a group since no element other than $e$ has an inverse: no string concatenated with a non-empty string $x$ will yield the empty string. Since concatenation is not commutative, $\left\langle A^{*},{ }^{\frown}\right\rangle$ is not an Abelian monoid

A frequently encountered unary operation on strings is reversal. The reversal of a string $x$, denoted $x^{R}$, is simply the string formed by writing the symbols of $x$ in the reverse order. Thus $(a c b a b)^{R}=b a b c a$. The reversal of $e$ is just $e$ itself. To be formal, we could define reversal by induction on the length of a string:

Definition 16.1 Given an alphabet $A$;
(1) If $x$ is a string of length 0 , then $x^{R}=x$ (i.e., $e^{R}=e$ )
(2) If $x$ is a string of length $k+1$, then it is of the form $w a$, where $a \in A$ and $w \in A^{*}$; then $x^{R}=(w a)^{R}=a w^{R}$.

Concatenation and reversal are connected in the following way: For all strings $x$ and $y,\left(x^{\frown} y\right)^{R}=y^{R \frown} x^{R}$. For example,
$(16-1)(b c a \frown c a)^{R}=(c a)^{R \frown}(b c a)^{R}=a c \frown a c b=a c a c b$
Given a string $x$, a substring of $x$ is any string formed from continguous occurrences of symbols in $x$ taken in the same order in which they occur in $x$. For example, bac is a substring of abacca, but neither bcc nor $c b$ is a substring. Formally, $y$ is a substring of $x$ iff there exist strings $z$ and $w$ such that $x=z^{\Upsilon} y^{-}$. In general, $z$ or $w$ (or both) may be empty, so every string is trivially a substring of itself. (Non-identical substrings can be called proper substrings.) The empty string is a substring of every string; i.e., given $x$ we can choose $z$ in the definition as $e$ and $w$ as $x$ so that $x=e^{\frown} e^{\frown}$.

An initial substring is called a prefix, and a final substring, a suffix. Thus, $a b$ is a (proper) prefix of $a b a c c a$, and $c c a$ is a (proper) suffix of this string.

We may now define a language (over a vocabulary $A$ ) as any subset of $A^{*}$. Since $A^{*}$ is a denumerably infinite set, it has cardinality $火_{o}$; its power set, i.e., the set of all languages over $A$, has cardinality $2^{\aleph_{o}}$ and is thus nondenumerably infinite Since the devices for characterizing languages which we will consider, viz., formal grammars and automata, form denumerably infinite classes, it follows that there are infinitely many languages-in fact, non-denumerably infinitely many-which have no grammar. What this means in intuitive terms is that there are languages which are such motley collections of strings that they cannot be completely characterized by any finite device. The languages which are so characterizable exhibit a certain amount of order or pattern in their strings which allows these strings to be distinguished from others in $A^{*}$ by a grammar or automaton with finite resources. The study of formal languages is essentially the investigation of a scale of
complexity in this patterning in strings. For example, we might define a language over the alphabet $\{a, b\}$ in the following way:
(16-2) $L=\{x \mid x$ contains equal numbers of $a$ 's and $b$ 's (in any order) $\}$
We might then compare this language with the following:
(16-3) $\quad L_{1}=\left\{x \in\{a, b\}^{*} \mid x=a^{n} b^{n}(n \geq 0)\right\}$, i.e, strings consisting of some number of $a$ 's followed by the same number of $b$ 's $L_{2}=\left\{x \in\{a, b\}^{*} \mid x\right.$ contains a number of $a$ 's which is the square of the number of $b$ 's $\}$

Is $L_{1}$ or $L_{2}$ in some intuitive sense more complex than $L$ ? Most would probably agree that $L_{2}$ is a more complex language than $L$ in that greater effort would be required to determine that the members of $a$ 's and $b$ 's stood the "square" relation than to determine merely that they were equal In other words, a device which could discriminate strings from non-strings of $L_{2}$ would have to be more powerful or more "intelligent" than a device for making the comparable discrimination for $L_{\text {. }}$

What of $L_{1}$ and $L$ ? Here our intuitions are much less clear. Some might think that it would require a less powerful device to recognize strings in $L$ reliably than to recognize strings in $L_{1}$; others might think it is the other way around or see no difference. As it happens, the particular scale of complexity we will investigate (the so-called Chomsky Hierarchy) does regard $L_{2}$ as more complex than $L$ but puts $L_{1}$ and $L$ in the same complexity class. At least this is so for the overall complexity measure. Finer divisions could be established which might distinguish $L_{1}$ from $L$

One linguistic application of these investigations is to try to locate natural languages on this complexity scale. This is part of the overall task of linguistics to characterize as precisely as possible the class of (potential and actual) natural languages and to distinguish this class from the class of all language-like systems which could not be natural languages. One must keep clearly in mind the limitations of this enterprise, however, the principal one being that languages are regarded here simply as string sets. It is clear that sentences of any natural language have a great deal more structure than simply the concatenation of one element with another. Thus, to establish a complexity scale for string sets and to place natural languages on this scale may, because of the neglect of other important structural properties, be to classify natural language along an ultimately irrelevant dimension. Extend-
ing results from the study of formal languages into linguistic theory must therefore be done with great caution.

### 16.2 Grammars

A formal grammar (or simply, grammar) is essentially a deductive system of axioms and rules of inference (see Chapter 8), which generates the sentences of a language as its theorems. By the usual definitions, a grammar contains just one axiom, the string consisting of the initial symbol (usually S), and a finite number of rules of the form $\psi \rightarrow \omega$, where $\psi$ and $\omega$ are strings, and the interpretation of a rule is the following: whenever $\psi$ occurs as a substring of any given string, that occurrence may be replaced by $\omega$ to yield a new string. Thus if a grammar contained the rule $A B \rightarrow C D A$, we could derive from the string $E B A B C C$ the string $E B C D A C C$

Grammars use two alphabets: a terminal alphabet and a non-terminal alphabet, which are assumed to be disjoint. The strings we are interested in deriving, i.e, the sentences of the language, are strings over the terminal alphabet, but intermediate strings in derivations (proofs) by the grammar may contain symbols from both alphabets. We also require in the rules of the grammar that the string on the left side not consist entirely of terminal symbols. Here is an example of a grammar meeting these requirements:

$$
\begin{aligned}
& \text { (16-4) } \left.\begin{array}{l}
V_{T} \text { (the terminal alphabet) }=\{a, b\} \\
V_{N} \text { (the non-terminal alphabet) }=\{S, A, B\} \\
S \text { (the initial symbol-a member of } V_{N} \text { ) } \\
R \text { (the set of rules) }=\left\{\begin{array}{ll}
S \rightarrow A B S \\
S & \rightarrow e \\
A B \rightarrow B A \\
B A \rightarrow A B \\
A \rightarrow a \\
B & \rightarrow b
\end{array}\right\}
\end{array}\right\} .
\end{aligned}
$$

A common notational convention is to use lower case letters for the terminal alphabet and upper case letters for the non-terminal alphabet,

A derivation of the string $a b b a$ by this grammar could proceed as follows:
(16-5) $S \Longrightarrow A B S \Longrightarrow A B A B S \Longrightarrow A B A B \Longrightarrow A B B A \Longrightarrow A B b A \Longrightarrow$ $a B b A \Longrightarrow a b b A \Longrightarrow a b b a$

Here we have used the symbol " $\Rightarrow$ " to mean "yields in one rule application" Note that $a b b a$ is not subject to further rewriting inasmuch as it consists entirely of terminal symbols and no rule licenses rewriting strings of terminals. The sequence (16-5) is said to be a derivation (of abba from $S$ ), and the string $a b b a$ is said to be generated by the grammar. The language generated by the grammar is the set of all strings generated. Here are the formal definitions:

Definition 16.2 Let $\Sigma=V_{T} \cup V_{N}$. A (formal grammar $G$ is a quadruple $\left\langle V_{T}, V_{N}, S, R\right\rangle$, where $V_{T}$ and $V_{N}$ are finite disjoint sets, $S$ is a distinguished member of $V_{N}$, and $R$ is a finite set of ordered pairs in $\Sigma^{*} V_{N} \Sigma^{*} \times \Sigma^{*}$.

We have written $\psi \rightarrow \omega$ above for clarity instead of $\langle\psi, \omega\rangle$. The last condition simply says that a rule rewrites a string containing at least one non-terminal as some (possibly empty) string.

Definition 16.3 Given a grammar $G=\left\langle V_{T}, V_{N}, S, R\right\rangle$, a derivation is a sequence of strings $x_{1}, x_{2}, \ldots, x_{n}(n \geq 1)$ such that $x_{1}=S$ and for each $x_{i}(2 \leq i \leq n), x_{i}$ is obtained from $x_{i-1}$ by one application of some rule in $R$.

To be completely formal, we would spell out in detail what it means to apply a rule of $R$ to a string. The reader may want to do this as an exercise.

Definition 16.4 A grammar $G$ generates a string $x \in V_{T}^{\star}$ if there is a derivation $x_{1}, \ldots, x_{n}$ by $G$ such that $x_{n}=x_{\text {. }}$

Note that by this definition only strings of terminal symbols are said to be generated.

Definition 16.5 The language generated by a grammar $G$, denoted $L(G)$, is the set of all strings generated by $G$.

The language generated by the grammar in the example of (16-4) is $\{x \in$ $\{a, b\}^{*} \mid x$ contains equal numbers of $a^{\prime} s$ and $\left.b^{\prime} s\right\}$


Figure 16-1: A typical constitutent structure tree

### 16.3 Trees

When the rules of a grammar are restricted to rewriting only a single nonterminal symbol, it is possible to contrue grammars as generating constituent structure trees rather than simply strings. An example of such a tree is shown in Fig 16-1.
Such diagrams represent three sorts of information about the syntactic structure of a sentence:

1. The hierarchical grouping of the parts of the sentence into constituents
2. The grammatical type of each constituent
3. The left-to-right order of the constituents

For example, Fig. 16-1 indicates that the largest constitutent, which is labeled by $S$ (for Sentence), is made up of a constituent which is a $N$ (oun) P (hrase) and one which is a $V(e r b) P$ (hrase) and that the noun phrase is composed of two constitutents: a Det(erminer) and a $N$ (oun), etc. Further,
in the sentence constituent the noun phrase precedes the verb phrase, the determiner precedes the noun in the noun phrase constituents, and so on The tree diagram itself is said to be composed of nodes, or points, some of which are connected by lines called branches Each node has associated with it a label chosen from a specified finite set of grammatical categories ( $\mathrm{S}, \mathrm{NP}$, VP, etc.) and formatives ( $m y$, sister, etc ). As they are customarily drawn, a tree diagram has a vertical orientation on the page with the nodes labeled by the formatives at the bottom Because a branch always connects a higher node to a lower one, it is an inherently directional connection This directionality is ordinarily not indicated by an arrow, as in the usual diagrams of relations, but only by the vertical orientation of the tree taken together with the convention that a branch extends from a higher node to a lower node.

### 16.3.1 Dominance

We say that a node $x$ dominates a node $y$ if there is a connected sequence of branches in the tree extending from $x$ to $y$ This is the case when all the branches in the sequence have the same orientation away from $x$ and toward $y$. For example, in Fig 16-1 the node labeled VP dominates the node labeled Art, since the sequence of branches connecting them is uniformly descending from the higher node VP to the lower node Art. The node labeled VP does not dominate the node labeled Poss, since the path by which they are joined first ascends from VP to $S$ and then descends through NP and Det

Given a tree diagram, we represent the fact that $x$ dominates $y$ by the ordered pair $\langle x, y\rangle$. The set of all such ordered pairs for a given tree is said to constitute the dominance relation for that tree. Dominance is clearly a transitive relation. If $x$ is connected to $y$ by a sequence of descending branches and $y$ is similarly connected to $z$, then $x$ dominates $z$ because they are also connected by a sequence of descending branches, specifically, by the sequence passing through $y$. As a technical convenience, it is usually assumed that every node dominates itself, i.e., that the dominance relation is reflexive. Further, if $x$ dominates $y$, then $y$ can dominate $x$ only if $x=y$; or in other words, dominance is antisymmetric Thus, the relation of dominance is a weak partial ordering of the nodes of a tree.

If $x$ and $y$ are distinct, $x$ dominates $y$, and there is no distinct node between $x$ and $y$, then $x$ immediately dominates $y$. In Fig. 16-1, the node labeled VP immediately dominates the node labeled V but not the node labeled found. A node is said to be the daughter of the node immediately
dominating it, and distinct nodes immediately dominated by the same node are called sisters. In Fig. 16-1, the node labeled VP has two daughters, viz., the node labeled V and the rightmost node labeled NP. The latter two nodes are sisters. A node which is minimal in the dominance relation, i.e, which is not dominated by any other node, is called a root In Fig. 16-1 there is one root, the node labeled S Maximal elements are called leaves, and in Fig 16-1 these are the nodes labeled by the formatives, my, sister, etc. Note that a tree diagram is ordinarily drawn upside down since the root is at the top and the leaves are at the bottom


Figure 16-2: A multiply rooted "tree"

Mathematicians sometimes use the term tree for a configuration with more than one root, e.g., that shown in Fig. 16-2. For linguists, however, a tree is invariably singly rooted, the configuration in Fig. 16-2 being considered a "forest" of trees. We shall adhere to linguistic usage and accordingly we have the following condition:

The Single Root Condition: In every well-formed constituent structure tree there is exactly one node that dominates every node.
The root node is, therefore, a least element (and necessarily also a minimal element) in the dominance relation. We note, incidentally, that the Single Root Condition is met in the trivial case of a tree that has only one node, which is simultaneously root and leaf. The condition would not be met by an "empty" tree with no nodes at all, since it asserts that a node with the specified property exists in the tree.

### 16.3.2 Precedence

Two nodes are ordered in the left-to right direction just in case they are not ordered by donimance. In Fig. 16-1 the node labeled V precedes (i.e., is to
the left of) its sister node labeled NP and all the nodes dominated by this NP node; it neither precedes nor follows the nodes labeled S, VP, V, and found, i.e., the nodes that either dominate or are dominated by the V node. It is not logically necessary that the relations of dominance and left-to-right precedence be mutually exclusive, but this accords with the way in which tree diagrams are usually interpreted.

Given a tree, the set of all ordered pairs $\langle x, y\rangle$ such that $x$ precedes $y$ is said to define the precedence relation for that tree. To ensure that the precedence and dominance relations have no ordered pairs in common, we add the Exclusivity Condition:

The Exclusivity Condition: In any well-formed constituent structure tree, for any nodes $x$ and $y, x$ and $y$ stand in the precedence relation $P$, i.e, either $\langle x, y\rangle \in P$ or $\langle y, x\rangle \in P$, if and only if $x$ and $y$ do not stand in the dominance relation $D$, i e., neither $\langle x, y\rangle \in D$ nor $\langle y, x\rangle \in D$
Like dominance, precedence is a transitive relation, but precedence is irreflexive rather than reflexive. The latter follows from the Exclusivity Condition, since for every node $x,\langle x, x\rangle \in D$ and therefore $\langle x, x\rangle \notin P$. If $x$ precedes $y$, then $y$ cannot precede $x$, and thus the relation is asymmetric. Precedence, therefore, defines a strict partial order on the nodes of the tree.

One other condition on the dominance and precedence relations is needed to exclude certain configurations from the class of well-formed trees. An essential characteristic of a tree that distinguishes it from a partially ordered set in general is that no node can have more than one branch entering it; i.e., every node has at most one node immediately dominating it. The structure shown in Fig. 16-3(a) has a node $d$ with two immediate predecessors, $b$ and $c$, and therefore it is not a tree. Another defining property of trees is that branches are not allowed to cross. Figure 16-3(b) illustrates the sort of structure that is forbidden. Both types of ill-formedness can be ruled out by adding the Nontangling Condition:

The Nontangling Condition: In any well-formed constituent structure tree, for any nodes $x$ and $y$, if $x$ precedes $y$, then all nodes dominated by $x$ precede all nodes dominated by $y$.

The configuration in Fig. 16-3(a) fails to meet this condition because $b$ precedes $c, b$ dominates $d$, and $c$ dominates $d$, and therefore $d$ ought to precede $d$. This is impossible, however, since precedence is irreflexive. In Fig 16-3(b), $b$ precedes $c, b$ dominates $d$, and $c$ dominates $e$. Thus, by the Nontangling Condition, $d$ should precede $e$, but in fact the reverse is true.


Figure 16-3: Structures excluded as trees by the Nontangling Condition

### 16.3.3 Labeling

To complete the characterization of trees we must consider the labeling of the nodes. It is apparent from Fig. 16-1 that distinct nodes can have identical labels attached to them, e.g., the two nodes labeled NP. Since each node has exactly one label, the pairing of nodes and labels can be represented by a labeling function $L$, whose domain is the set of nodes in the tree and whose range is a set (in syntactic trees, a set of grammatical categories and formatives). The mapping is, in general, an into function. In summary, we have the following definition:

Definition 16.6 A (constituent structure) tree is a mathematical configuration $\langle N, Q, D, P, L\rangle$, where
$N$ is a finite set, the set of nodes
$Q$ is a finite set, the set of labels
$D$ is a weak partial order in $N \times N$, the dominance relation
$P$ is a strict partial order in $N \times N$, the precedence relation
$L$ is a function from $N$ into $Q$, the labeling function
and such that the following conditions hold:
(1) $(\exists x \in N)(\forall y \in N)\langle x, y\rangle \in D$ (Single Root Condition)
(2) $(\forall x, y \in N)((\langle x, y\rangle \in P \vee\langle y, x\rangle \in P) \leftrightarrow(\langle x, y\rangle \notin D \&\langle y, x\rangle \notin D))$ (Exclusivity Condition)

$$
\begin{align*}
& (\forall w, x, y, z \in N)((\langle w, x\rangle \in P \&\langle w, y\rangle \in D \&\langle x, z\rangle \in D) \rightarrow\langle y, z\rangle \in P)  \tag{3}\\
& \text { (Nontangling Condition) }
\end{align*}
$$

Given this definition, one can prove theorems of the following sort:
Theorem 16.1 Given a tree $T=\langle N, Q, D, P, L\rangle$, every pair of sister nodes is ordered by $P$.

Proof: Take $x$ and $y$ as sisters immediately dominated by some node $z$. By the definitions of 'sister' and 'immediate domination,' $x, y$, and $z$ must all be distinct. As an assumption to be proved false, let $x$ dominate $y$. Therefore, $x$ must dominate $z$, since $z$ immediately dominates $y$ But $z$ also dominates $x$, and $x$ and $z$ are distinct, so this violates the condition that dominance is antisymmetric Therefore, $x$ cannot dominate $y$. By a symmetrical argument, we can show that $y$ does not dominate $x$. Thus, $\langle x, y\rangle \notin D$ and $\langle y, x\rangle \notin D$, and by the Exclusivity Condition it follows that $\langle x, y\rangle \in P \vee\langle y, x\rangle \in P$; i.e., $x$ and $y$ are ordered by $P$.

Theorem 16.2 Given a tree $T=\langle N, Q, D, P, L\rangle$, the leaves are totally ordered by $P$.

Proof: Let $M$ be the set of leaves, and let $R$ be the restriction of the relation $P$ to the set $M$; i.e., $R=\{\langle x, y\rangle \in M \times M \mid\langle x, y\rangle \in P\} . R$ is a strict partial order, since if there were any ordered pairs violating the conditions of irreflexivity, asymmetry, and transitivity in $R$, then because $R \subseteq P$, these pairs would also appear in $P$, and $P$ would not be a strict partial order. By definition, a leaf dominates no node except itself, and therefore for every pair of distinct leaves $x$ and $y,\langle x, y\rangle \notin D$ and $\langle y, x\rangle \notin D$. Thus, by the Exclusivity Condition $\langle x, y\rangle \in P \vee\langle y, x\rangle \in P$. Since $x$ and $y$ are leaves, $\langle x, y\rangle \in R \vee\langle y, x\rangle \in R$, by the definition of $R$, and thus $R$ is connex. Therefore, $R$ is a strict total order

Every statement about the formal properties of a constituent structure tree can be formulated in terms of the dominance and precedence relations and the labeling function. For example, one useful predicate on trees is that of belonging to. A node will be said to belong to the next highest $S$ node that dominates it. Formally, the definition is as follows:

Definition 167 Given a tree $T=\langle N, Q, D, P, L\rangle$, node $x$ belongs to node $y$ iff
(1) $x \neq y$
(2) $\langle y, x\rangle \in D$
(3) $\langle y, S\rangle \in L$
(4) $\sim(\exists w \in N)(\langle w, S\rangle \in L \& w \neq y \& w \neq x \&\langle y, w\rangle \in D \&\langle w, x\rangle \in D)$.

Parts 2 and 3 of this definition specify that the node to which $x$ belongs is labeled $S$ and dominates $x$. Part 4 prohibits any $S$ node from standing between $x$ and $y$ in the dominance relation, and part 1 excludes the case of an $S$ node belonging to itself. To illustrate, let us consider the tree in Fig 16-4.

The node Prn belongs to the circled $S$ node since this is the next highest $S$ node dominating it. Prn does not belong to the highest $S$ (i.e., the root) of the tree because the circled $S$ node is between the root and $\operatorname{Prn}$ in the dominance relation

With this definition we can easily define some other predicates. Two nodes are called clause mates iff neither dominates the other and both belong to the same node. In Fig $16-4$ the nodes labeled John and him are clause mates since neither dominates the other and both belong to the circled $S$ node. Fred and him are not clause mates since they do not belong to the same node, and Prn and him are not clause mates since Prn dominates him.

If we let $B\langle x, y\rangle$ denote ' $x$ belongs to $y$,' we can state the definition of clause mates as follows:

Definition 16.8 Given a tree $T=\langle N, Q, D, P, L\rangle$, nodes $x$ and $y$ are clause mates iff $\langle x, y\rangle \notin D \&\langle y, x\rangle \notin D \&(\exists z \in N)(\langle x, z\rangle \in B \&\langle y, z\rangle \in B$.

A node $x$ is said to command a node $y$ iff neither dominates the other and $x$ belongs to a node $z$ that dominates $y$ (Langacker, 1969). In Fig 16-4 the node labeled Fred commands the node labeled him since neither dominates the other and Fred belongs to the root node S, which also dominates him The node him does not command Fred, however, since the node to which him belongs-the circled S node-does not dominate Fred. Note, further, that John commands him and vice versa. Formally, the definition is as follows


Figure 16-4: Tree illustrating the definitions of 'belonging to' and 'command'

Definition 16.9 Given a tree $T=\langle N, Q, D, P, L\rangle$, node $x$ commands node $y$ iff $\langle x, y\rangle \notin D \&\langle y, x\rangle \notin D \&(\exists z \in N)(\langle x, z\rangle \in B \&\langle z, y\rangle \in D)$.

Problem: Prove that two nodes are clause mates iff each commands the other.

### 16.4 Grammars and trees

As we have said, if a grammar has only rules of the form $A \rightarrow \psi$, where $A$ is a nonterminal symbol, there is a natural way to associate applications of such rules with the generation of a tree. For example, if the grammar contains the rule $A \rightarrow a B c$, we can associate this with the (sub)tree in Fig. 16-5.
in which $A$ immediately dominates $a, B$, and $c$, and the latter three elements stand in the precedence relation in the order given. Further, if the grammar


Figure 16-5.


Figure 16-6
also contains the rule $B \rightarrow b a$, we can apply this rule at the node labelled $B$ in the preceding tree to produce the tree shown in Fig. 16-6.

Let us define the yield of a tree as the string formed by its leaves ordered according to the precedence relation. The yield of the tree in Fig 16-6, for example, is abac; that of Fig $16-5$ is $a B c$. We can now say:

Definition 1610 A grammar (having all rules of the form $A \rightarrow \psi$ ) generates a tree iff all the following hold:
(i) the root is labelled with the initial symbol of the grammar
(ii) the yield is a string of terminal symbols
(iii) for each subtree of the form
 in the tree, where $A$ immediately dominates $\alpha_{1} \ldots \alpha_{n}$, there is a rule in the grammar $A \rightarrow \alpha_{1} \ldots \alpha_{n}$.


Figure 16-7

Thus the grammar $G=\langle\{a, b\},\{S, A, B\}, S, R\rangle$ where

$$
R=\left\{\begin{array}{ll}
S \rightarrow A B & B \rightarrow B b \\
A \rightarrow a A b & B \rightarrow b \\
A \rightarrow e &
\end{array}\right\}
$$

generates trees such as those in Fig 16-7. We can further say that a string is generated by such a grammar iff it is the yield of some tree which is generated. The language generated is, as usual, the set of all strings generated. For grammars in which there is only a single symbol on the left side of each rule, this definition and the earlier definition of generation of a string turn out to be equivalent: a string is generated (by the earlier definition) iff it is the yield of some generated tree.
Problem: What language is generated by the above grammar?
Such grammars have interested linguists precisely because of the possi-
bility of specifying a constituent structure tree for each string generated In attempting to write such grammars for natural languages, however, linguists have noted that often such rules are not universally applicable but may be allowed only in certain contexts. For example, a rule rewriting Det(erminer) as many might be applied only if the following noun were a plural form. Such considerations led to the investigation of formal grammar rules of the form $A \rightarrow \psi / \alpha_{-} \beta$, where the " $/$ " is read "in the context", and where "_" marks the position of the $A$. The interpretation of such a rule is that the symbol $A$ can be replaced by the string $\psi$ in a derivation only when the string $\alpha$ immediately precedes $A$ and the string $\beta$ immediately follows $A$ The context specifications are not necessarily exhaustive: additional symbols may occur to the left of the $\alpha$ and to the right of $\beta$. For example, if the rule were $A \rightarrow a B c / C_{-} D c$, then the string $B E C A D c b A$ could be rewritten as $B E C a B c D c b A$

Such rules are called context sensitive in contrast to rules of the form $A \rightarrow \psi$, which are called context free A context free rule, thus, is a context sensitive rule in which the context is null

A context sensitive rule $A \rightarrow \psi / \alpha_{-} \beta$ can also be written as $\alpha A \beta \rightarrow \alpha \psi \beta$ in conformity with the schema for grammar rules generally. So long as we regard these grammars as string rewriting systems the notations are interchangeable: in either case we may replace $A$ by $\psi$ when we find the substring $\alpha A \beta$. However, if we want to think of context sensitive rules as generating trees, the two representations may not be equivalent. For example, the rule $C A B D \rightarrow C A a B D$ could be construed either as $A \rightarrow$ $A a / C_{-} B D$ or as $B \rightarrow a B / C A_{-} D$, and the associated trees would obviously differ depending on whether an $A$ node or a $B$ node was expanded.

Another problem which arises is how the context restriction is to be satisfied by the tree. If we think of the rules as specifying how one tree is to be converted into the next in a derivation, then does a rule such as $A \rightarrow a B c / C_{-} D$ mean that the $C$ and $D$ must be leaves immediately to the left and right, respectively, of $A$ when the rule is applied, or is it sufficient that the $C$ immediately precede the $A$ and the $D$ immediately follow, without necessarily being leaves along with $A$ ? Under the latter interpretation, the following derivational step would be allowed, but by the former it would not


Note also that in the definition of tree derivation by means of context free rules in Def 16-10 above, we essentially thought of the trees being somehow given in advance and then checked for well-formedness by the grammar rules. That is, the rules served as so-called "node admissibility conditions" rather than as directions for converting one tree into another In the context free case, the two points of view are equivalent, but this is not the case for context sensitive rules. For example, the grammar
(16-6) $S \rightarrow A B$
$A \rightarrow a /{ }_{-} b$
$B \rightarrow b / a_{-}$
will gener ate the tree


Figure 16-8.
if the rules are interpreted as node admissibility conditions but not if they are interpreted as tree generating rules (the problem being that the $A$ cannot be rewritten until the $B$ has, and vice versa.

### 16.5 The Chomsky Hierarchy

By putting increasingly stringent restrictions on the allowed forms of rules we can establish a series of grammars of decreasing generative power. Many such series are imaginable, but the one which has received the most attention is due to Chomsky and has come to be known as the Chomsky Hierarchy. At the top are the most general grammars of the sort we defined above in Section 16.2 There are no restrictions on the form of the rules except that the left side must contain at least one non-terminal symbol (Actually, even this restriction could be eliminated in favor of one which says simply that the left side cannot be the empty string. The formulation we have chosen is essentially a technical convenience) Chomsky dubbed such grammars 'Type $0, '$ and they are also sometimes called unrestricted rewriting systems (urs) The succeeding three types are as follows:

Type 1: each rule is of the form $\alpha A \beta \rightarrow \alpha \psi \beta$, where $\psi \neq e$.
Type 2: each rule is of the form $A \rightarrow \psi$.
Type 3: each rule is of the form $A \rightarrow x B$ or $A \rightarrow x$
In the above $\alpha, \beta$, and $\psi$ are arbitrary strings (possibly empty unless otherwise specified) over the union of the terminal and non-terminal alphabets; $A$ and $B$ are non-terminals, and $x$ is a string of terminal symbols

Type 1 grammars are also called context sensitive; an equivalent formulation is to say that each rule is of the form $\psi \rightarrow \omega$, where $\omega$ is at least as long as $\psi$ (ie, the rules are "non-shrinking"). Type 2 grammars are called context free, and Type 3 grammars are called regular or right linear for reasons which will become apparent in the next section.

Note that these classes of grammars do not form a strict hierarchy in the sense that each type is a subclass of the one with the next lower number. Every Type 1 grammar is also a Type 0 grammar, but because rules of the form $A \rightarrow e$ are allowed in Type 2 grammars, these are not properly contained in Type 1. Type 3 grammars, however, are properly contained in the Type 2 grammars. It is nonetheless apparent, technical details concerning the empty string aside, that the hierarchy represents a series of generally increasing restrictions on the allowed form of rules.

The question then arises whether the languages generated by such grammars stand in an analogous relationship. We say that a language is of Type
$n(n=0,1,2$, or 3$)$ iff it is generated by some grammar of Type $n$. For example, we saw in Section 16.2 that $L=\left\{x \in\{a, b\}^{\times} \mid x\right.$ contains equal numbers of $a$ 's and $b$ 's $\}$ is of Type 0 inasmuch as it is generated by the grammar given in 16-4 But one might wonder whether it could also be generated by a grammar of some other type-say of Type 2 This is indeed the case; this language is generated by the following Type 2 grammar:
(16-7) $G=\langle\{a, b\},\{S, A, B\}, S, R\rangle$ where

$$
R=\left\{\begin{array}{ll}
S \rightarrow e & A \rightarrow a \\
S \rightarrow a B & A \rightarrow a S \\
S \rightarrow b A & A \rightarrow b A A \\
B \rightarrow b & B \rightarrow a B B \\
B \rightarrow b S &
\end{array}\right\}
$$

This fact immediately establishes this language as Type 0 also, since every Type 2 grammar is perforce a Type 0 grammar. (It does not at the same time establish it as a Type 1 language since the given grammar is not Type 1, because of the rule $S \rightarrow e$ In fact, this language could not be Type 1 since Type 1 languages can never contain $e$.)

Is this language also Type 3? It turns out that it is not, but to prove this is not a simple matter. One must show somehow that no Type 3 grammar, however elaborate, can gener ate this language. We will consider techniques for proving such results in later sections.

Note that if one has two classes of grammars $G_{i}$ and $G_{j}$ such that $G_{i}$ is properly contained in $G_{j}$, it does not necessarily follow that the corresponding classes of languages stand in the proper subset relation. Because every Type $i$ grammar is also a Type $i+1$ grammar it does follow that every Type $i$ language is also a Type $i+1$ language, i e., $L_{i} \subseteq L_{i+1}$. But it might also be the case that every Type $i+1$ language happens to have some Type $i$ grammar which generates it. In such a case $L_{i}$ is a subset of $L_{i+1}$ but not a proper subset. Among the earliest results achieved in the study of formal grammars and languages were proofs that the inclusions among the languages of the Chomsky hierarchy are in fact proper inclusions Specifically,
(i) the Type 3 languages are properly included in the Type 2 languages;
(ii) the Type 2 languages not containing the empty string are properly included in the Type 1 languages;
(iii) the Type 1 languages are properly included in the Type 0 languages.

Some of the proofs will be sketched in the following chapters

### 16.6 Languages and automata

As we mentioned at the beginning of this section, languages can also be characterized by abstract computing devices called automata. Ultimately we will define a hierarchy of automata and establish correspondences between them and the grammars of the Chomsky Hierarchy. This gives us yet another point of view from which to examine the notion of 'complexity of a language' which we hope eventually to put to use in characterizing natural language.

Before turning to the detailed study of the various classes of automata, it would be well to make a few general remarks about these devices.

An automaton is an idealized abstract computing machine-that is, it is a mathematical object rather than a physical one An automaton is characterized by the manner in which it performs computations: for any automaton there is a class of inputs to which it reacts, and a class of outputs which it produces, the relation between these being determined by the structure, or internal organization of the automaton We will consider only automata whose inputs and outputs are discrete (e g., strings over an alphabet) rather than continuous (eg, readings on a dial), and we will not deal with automata whose behavior is probabilistic

Central to the notion of the structure of an automaton is the concept of a state. A state of an automaton is analogous to the arrangement of bits in the memory banks and registers of an actual computer, but since we are abstracting away from physical realizations here, we can think of a state as a characteristic of an automaton which in general changes during the course of a computation and which serves to determine the relationship between inputs and outputs. We will consider only automata which have a finite number of states (cf a computer whose internal hardware at any given moment can be in only one of a finite number of different arrangements of 1 's and 0's.)

An automaton may also have a memory. For the simplest automata, the memory consists simply of the states themselves. More powerful automata may be outfitted with additional devices, generally "tapes" on which the machine can read and write symbols and do "scratch work" Since the amount of memory available on such tapes is potentially unlimited, these machines can in effect overcome the limitations inherent in having only a
finite number of states. We will see that the most powerful automata, Turing machines, are capable in principle of performing any computation for which an explicit set of instructions can be given

Automata may be regarded as devices for computing functions, i.e., for pairing inputs with outputs, but we will normally view them as acceptors, i.e., devices which, when given an input, either accept or reject it after some finite amount of computation. In particular, if the input is a string over some alphabet $A$, then an automaton can be thought of as the acceptor of some language over $A$ and the rejector of its complement. As we will see, it is also possible to regard automata as generators of strings and languages in a manner similar to grammars

## Chapter 17

## Finite Automata, Regular Languages and Type 3 Grammars

### 17.1 Finite automata

A finite automaton (fa), or finite state automaton (fsa), is an abstract computing device that receives a string of symbols as input, reads this string one symbol at a time from left to right, and after reading the last symbol halts and signifies either acceptance or rejection of the input. At any point in its computation a fa is in one of a finite number of states. The computations of a fa are directed by a "program," which is a finite set of instructions for changing from state to state as the automaton reads input symbols. A computation always begins in a designated state, the initial state. There is also a specified set of final states; if the fa ends up in one of these after reading the input, it is accepted; otherwise, it is rejected.

It may help to visualize a finite automaton as composed of (1) a control box, which at any point in the computation can be in one of the allowed internal states, and (2) a reading head, which scans a single symbol of the input. In Fig 17-1 we have represented a fa in its initial state, $q_{0}$, at the beginning of its computation of the input string $a b a a b$
Let us suppose further that the set of states for this fa is $\left\{q_{0}, q_{1}\right\}$ and that the set of final states is $\left\{q_{1}\right\}$ (We could have made the initial state a final state also, but we have not chosen to do so here.) We specify the program


Figure 17-1.
for this fa as a set of triples of the form $\left(q_{i}, x, q_{j}\right)$, where $q_{i}$ and $q_{j}$ are states and $x$ is a symbol of the alphabet--here, $\{a, b\}$. Instructions are interpreted in the following way: when the fa is in state $q_{i}$ reading a symbol $x$ on the input tape, it changes to state $q_{j}$ (possibly identical to $q_{i}$ ) and advances the reading head one symbol to the right. The instruction for the now current state and symbol is then carried out, and the process is repeated until there are no more symbols to be read Here are the instructions for our example:

$$
\begin{array}{cc}
(17-1) & \left(q_{0}, a, q_{0}\right) \\
& \left(q_{0}, b, q_{1}\right) \\
& \left(q_{1}, a, q_{1}\right) \\
& \left(q_{1}, b, q_{0}\right)
\end{array}
$$

Thus, from the initial situation shown in Fig. 17-1 the fa would first execute the instruction ( $q_{0}, a, q_{0}$ ) and find itself in the following situation:


Now the instruction ( $q_{0}, b, q_{1}$ ) is applied to produce:

and so on. You should now be able to verify that after reading the final symbol $b$, the fa is in state $q_{0}$, and since this is not a final state, the input
is rejected. It should also be easy to determine that the input $a b$ would be accepted, while $a a$ is rejected.
Problem: Describe the set of all tapes accepted by this fa
What would happen if the fa of our example were given the empty string as input? In such a case, the input tape has no symbols on it, and so no instructions can be applied-there being nothing to read. Thus, the initial situation is identical to the final situation, and since the initial state, $q_{0}$, is not a final state, this input is rejected. Note that to say that a machine accepts the empty string as part of its language is far different from saying that the language accepted is empty. The latter means that it accepts neither the empty string nor any other string An automaton with no final states would, for example, accept no strings and thus would be said to accept the empty language.

One might wonder how a finite automaton would behave if there were no instruction applicable at a particular point or if there were more than one instruction which could be applied. Such questions will arise with the socalled non-deterministic automata, which we consider below For now, we will be concerned only with deterministic fa's, in which there is one and only one instruction for each combination of state and scanned symbol. As the name suggests, the behavior of such an automaton is completely determined, given the input tape and the initial state.

### 17.1.1 State diagrams of finite automata

A convenient representation for a fa, called a state diagram, can be constructed in the following way. Each state is represented by a circle labelled with the name of the state For each instruction $\left(q_{i}, x, q_{j}\right)$ an arrow is drawn from the $q_{i}$ circle to the $q_{j}$ circle and labelled with symbol $x$. Final states are enclosed by an additional circle, and the initial state is marked by a caret The state diagram for our example fa is shown in Fig. 17-2
With such a diagram it is easy to trace the steps of a computation like that for $a b a a b$ in the example above The fa starts in state $q_{0}$ and returns to $q_{0}$ reading an $a$. The $b$ takes it to state $q_{1}$; the next two $a$ 's leave it in $q_{1}$; and the final $b$ returns it to $q_{0}$. Since $q_{0}$ is non-final, the string is not accepted.

It is also somewhat easier to see from the state diagram than from the list of instructions in (17-1) that this fa accepts exactly the strings over the alphabet $\{a, b\}$ containing an odd number of $b$ 's


Figure 17-2

### 17.1.2 Formal definition of deterministic finite automata

Definition 171 A deterministic finite automaton (dfa) $M$ is a quintuple $\left\langle K, \Sigma, \delta, q_{0}, F\right\rangle$, where
$K$ is a finite set, the set of states
$\Sigma$ is a finite set, the alphabet
$q_{0} \in K$, the initial state
$F \subseteq K$, the set of final states
$\delta$ is a function from $K \times \Sigma$ into $K$, the transition function (or next-state function).

Note that the property of determinism is expressed in this definition by the fact that $\delta$ is a function; that is, for all $q \in K$ and all $\sigma \in \Sigma, \delta(q, \sigma)$ has a unique value.

In order to express formally what it is for a dfa to accept an input string, we introduce the notion of a situation of a dfa. This is intended to be essentially a "snapshot" of the dfa and its input tape at any point during a computation. We represented situations above by diagrams such as Fig. 17-1, but we now want a more compact notation. The essential information to be captured is (1) the current state of the automaton; (2) the input tape; and (3) the position of the reading head. A convenient representation of this information is in the form of a triple ( $x, q, y$ ), where $q$ is the current state and $x$ and $y$ are the portions of the input string to the left and right of the reading
head, respectively In this notation, the symbol being scanned is the leftmost symbol, if any, of $y$. Thus, the diagram in (17-3) would be represented as ( $a b, q_{1}, a a b$ ), and the sequence of situations in the computation of $a b a a b$ would be as follows:
$(17-4)\left(e, q_{0}, a b a a b\right) \vdash\left(a, q_{0}, b a a b\right) \vdash\left(a b, q_{1}, a a b\right) \vdash\left(a b a, q_{1}, a b\right) \vdash$ $\left(a b a a, q_{1}, b\right) \vdash\left(a b a a b, q_{0}, e\right)$

Here we have used the symbol $\vdash$ (the 'turnstile') to indicate that one situation leads to another by a single move of the automaton. We will define this formally below. Note that at the beginning of the computation the string to the left of the reading head is empty, and likewise for the string to the right at the end of the computation. In formal terms, a situation of a dfa is defined as follows:

Definition 17.2 Given a dfa $M=\left\langle K, \Sigma, \delta, q_{0}, F\right\rangle$, a situation of $M$ is a triple $(x, q, y)$, where $q \in K$ and $x, y \in \Sigma^{\star}$

This definition allows situations for a given $M$ which are not actually attainable in the course of any computation by $M$. For example, ( $a a, q_{1}, a b b$ ) would be a situation of our example dfa, but it is not a situation which can be reached from the initial situation ( $e, q_{0}, a a a b b$ ) by the given transition function of the automaton. It is convenient, nonetheless, to define the notion of situation in this overly broad way and to focus on attainable situations in our definition of acceptance.

Let us define, for a given dfa $M$, a binary relation on situations which we will call produces-in-one-move. Situation $A$ produces situation $B$ in one move just in case by applying one instruction in $\delta$ to $A$ we produce situation $B$. Any two adjacent situations in (17-4) would stand in this relation, for example. Formally, we have:

Definition 173 Given a dfa $M=\left\langle K, \Sigma, \delta, q_{0}, F\right\rangle$, a situation ( $x, q, y$ ) produces situation ( $x^{\prime}, q^{\prime}, y^{\prime}$ ) in one move iff (1) there is a $\sigma \in \Sigma$ such that $y=\sigma y^{\prime}$ and $x^{\prime}=x \sigma$ (i.e., the reading head moves right by one symbol), and (2) $\delta(q, \sigma)=q^{\prime}$ (i.e., the appropriate state change occurs on reading $\sigma$ ).

Problem: In general, is the produces-in-one-move relation reflexive? symmetric? transitive?

As noted above, we indicate by the turnstile that two situations stand in this relation; thus $(x, q, y) \vdash\left(x^{\prime}, q^{\prime}, y^{\prime}\right)$

Once again, this definition is permissive in that it allows pairs of situations to stand in the produces-in-one-move relation whether or not either is attainable from some initial situation in the course of a computation For example, in the dfa above, $\left(a a, q_{1}, a b b\right) \vdash\left(a a a, q_{1}, b b\right)$, despite the fact that neither situation could arise from ( $e, q_{0}, a a a b b$ ).

As a final step before giving a formal definition of acceptance, we extend the previously defined relation to a new binary relation: "produces in zero or more steps." We say that a situation $A$ produces situation $B$ in zero or more steps (or simply $A$ produces $B$ ) iff there is a sequence of situations $S_{0} \vdash S_{1} \vdash \ldots \vdash S_{k}$ such that $A=S_{0}$ and $B=S_{k}(k \geq 0)$ (If $k=0$, there is only one situation in the sequence, and $A=B$; thus, every situation produces itself in zero or more moves) This relation is reflexive (as we have just seen) and transitive; in fact, it is in formal terms the reflexive, transitive closure of the produces-in-one-move relation. This is just the produces-in-one-move relation (for a given dfa) with enough pairs added to it to make it a reflexive and transitive relation. We will denote this relation by $\vdash^{*}$ ('turnstile star') We may also add a subscript $M$ to this or to the turnstile if necessary to emphasize the fact that the relation is defined with respect to a particular automaton $M$; thus, $\stackrel{\zeta}{M}$ or $\left.\right|_{M} ^{*}$. Referring again to $17-4$, we see
(17-5) $\left(a, q_{0}, b a a b\right) \vdash^{*}\left(a b a, q_{1}, a b\right)$ and $\left(a b, q_{1}, a a b\right) \vdash^{*}\left(a b, q_{1}, a a b\right)$
but neither of these would be true if $\vdash^{*}$ were replaced by $\vdash$. Acceptance of a string by dfa is now easy to define formally:

Definition 174 Given a dfa $M=\left\langle K, \Sigma, \delta, q_{0}, F\right\rangle$ and a string $x \in \Sigma^{*}, M$ accepts $x$ iff there is a $q \in F$ such that $\left(e, q_{0}, x\right) \stackrel{\mid}{M}_{*}^{(x, q, e)}$.

And finally:
Definition 17.5 Given a dfa $M=\left\langle K, \Sigma, \delta, q_{0}, F\right\rangle$, the language accepted by $M$, denoted $L(M)$, is the set of all strings accepted by $M$

### 17.1.3 Non-deterministic finite automata

We now consider what happens if we relax the requirement that the next move of a fa always be uniquely determined. Departures from determinism can occur in two ways:
(i) for a given state symbol pair, there may be more than one next state
(ii) for a given state symbol pair, there may no next state at all

There is an additional generalization from the deterministic case which, while it is strictly speaking not a departure from determinism, is often included in the definition of non-deterministic fa's:
(iii) transitions of the form $\left(q_{i}, w, q_{j}\right)$ are allowed, where $w \in \Sigma^{*}$; i.e., the fa can read a string of symbols in one move; and in particular, (iv) transitions of the form ( $q_{i}, e, q_{j}$ ) are allowed; i.e., the fa can change state without moving the reading head.

An example of a non-deterministic fa which illustrates all four of these conditions is shown in Fig 17-3.


Figure 17-3.

The behavior of a non-deterministic fa is defined as follows: an input tape is accepted iff there is some path through the state diagram which begins in the initial state, reads the entire input, and ends in a final state. In the fa of Fig. 17-3, for example, $a b b$ is accepted by virtue of the path from $q_{0}$ (reading $a b$ ) to $q_{1}$ and then to $q_{2}$ (reading $b$ ). The fact that there is also a path reading $a b b$ which ends in $q_{1}$ is irrelevant; only the existence of at least one accepting path is required. On the other hand, $b a$ is not accepted since there is no path through the state diagram which succeeds in reading the entire string Likewise, $a b a$ is not accepted. Note, however, that the string $a$ is accepted by the path leading from $q_{0}$ to $q_{2}$ (reading no input) and then again to $q_{2}$ (reading an $a$ ).

### 17.1.4 Formal definition of non-deterministic finite automata

Formally, a non-deterministic fa is identical to a dfa except that the transition function becomes a relation

Definition 17.6 A non-deterministic finite automaton (nfa) $M$ is a quintuple $\left\langle K, \Sigma, \Delta, q_{0}, F\right\rangle$, where $K, \Sigma, q_{0}$, and $F$, are as for a dfa, and $\Delta$, the transition relation, is a finite subset of $K \times \Sigma^{\star} \times K$ (i.e, a relation from $K \times \Sigma^{*}$ into $K$ ).

The fact that $\Delta$ is a relation, but not necessarily a function, allows for conditions (i) and (ii) above. The fact that it is a relation from $K \times \Sigma^{*}$ rather than from $K \times \Sigma$ allows for condition (iii) and its special case (iv). Because of the infiniteness of $\Sigma^{*}$, a relation from $K \times \Sigma^{*}$ to $K$ is itself potentially infinite; we stipulate that it must be a finite subset of $K \times \Sigma^{\star} \times K$ in order to retain the notion of a finite machine; i.e., an automaton with a finite number of states and a finite number of instructions in its program Note that by this definition dfa's are a proper subclass of nfa's.

The definitions of situation, produces-in-one-move, etc are similar to those for dfa's.

Definition 17.7 A situation is any triple in $\Sigma^{*} \times K \times \Sigma^{*}$. $(x, q, y) \vdash\left(x^{\prime}, q^{\prime}, y^{\prime}\right)$ is true iff there exists a string $z \in \Sigma^{*}$ such that $x^{\prime}=x z, y=z y^{\prime}$, and $\left(q, z, q^{\prime}\right) \in \Delta$.

Definition 17.8 Produces, i.e., $r^{*}$, is the reflexive, transitive closure of the + relation, and, as before, an nfa $M$ accepts a string $x \in \Sigma^{*}$ iff $\left.\left(e, q_{0}, x\right)\right|_{M} ^{*}(x, q, e)$ for some $q \in F$.

The language accepted is, of course, the set of all strings accepted.

### 17.1.5 Equivalence of deterministic and non-deterministic finite automata

One might expect that when fa's are allowed the extra degrees of freedom inherent in non-determinism, significantly more powerful devices would be the result. Surprisingly, this is not the case. nfa's accept exactly the same class of languages as dfa's; or in other words, for every nfa there is an


Figure 17-4.
equivalent dfa-equivalent in the sense that both accept exactly the same set of strings. (The equivalence in the other direction is trivial, every dfa being a fortiori a nfa.) An example of a dfa which is equivalent to the nfa in Fig. 17-3 is shown in Fig. 17-4.

A dfa will typically have more states that an nfa to which it is equivalent. The dfa works by essentially keeping track, in its states, of the set of states that the nfa could be in if it followed all possible paths simultaneously on a given input. There is in fact an algorithm for converting any nfa into an equivalent dfa, but it is too long to be included here. It can be found in Chomsky and Miller (1958), Rabin and Scott (1959), Hopcroft and Ullman (1979), and Lewis and Papadimitriou (1981).

In view of the equivalence of dfa's and nfa's, one might wonder why we bother to consider nfa's at all. For one thing, nfa's are generally easier to construct than dfa's Thus, it might be simpler to show that a given language is of the sort accepted by a fa by devising an nfa which accepts it. We will in fact make use of this convenience in proving certain theorems about fa's below. For another thing, determinism and non- determinism are notions which arise in connection with other classes of automata to be considered later, and, as we will see, the two varieties are not always equivalent in these cases.

### 17.2 Regular languages

We will say that a language is a finite automaton language (fal) just in case there is some fa which accepts it. We know, for example, that $\left\{x \in\{a, b\}^{*} \mid\right.$ $x$ contains an odd number of $\left.b^{\prime} s\right\}$ is such a language by virtue of the fact that we exhibited an fa accepting this language in Fig 17-2 above. Consider, however, the general problem of deciding whether a given language $L$ is a fal or not. Suppose we try to construct a fa accepting $L$, but all our attempts result in failure. We would not be justified in concluding that $L$ is not a fal, of couse, since we might succeed in our attempts with renewed persistence or perhaps a bit of luck. It would be useful if we had another way to characterize this class of languages which does not depend on our ingenuity, or lack of it, in constructing fa's. To that end, we define a class of languages, called regular languages, which turn out to be provably identical to the class of fal's. Since these languages are defined (recursively) by reference to operations on sets of strings rather than to acceptance by automata, we have another interesting and potentially useful approach to these languages. In the next section, we prove a theorem which is used primarily to show that a given language is not an fal We will need a preliminary definition:

Definition 17.9 Given two sets of strings, $A$ and $B$, the concatenation (or set product) of $A$ and $B$, denoted $A \cdot B$ (or just $A B$ ), is the set of strings $\left\{x^{\frown} y \mid x \in A\right.$ and $\left.y \in B\right\}$.

For example,
(17-6) if $A=\{a, b\}$ and $B=\{c c, d\}$, then $A B=\{a c c, a d, b c c, b d\}$

Note that the concatenation of two sets of strings is itself a set of strings, in contrast to the Cartesian product of two sets (of anything), which is a set of ordered pairs. We should also note that, according to the definition, if one of the sets is empty, the concatenation is also empty.

Recall also that the notation $A^{*}$ is used to denote the set of all strings formed over the alphabet $A$. This is a special case of an operation called closure or Kleene star on a set of strings: given a set of strings $A$, the Kleene star or closure of $A$, denoted $A^{*}$, is the set formed by concatenating members of $A$ together any number of times (including zero) in any order and allowing repetitions For example,
(17-7) $\{a, b b\}^{*}=\{e, a, b b, a a, a b b, b b a, b b b b, a a a, a a b b, a b b a, \ldots\}$.
Note that our original notation treated the members of the alphabet as strings of length 1 . We are now ready to give the definition of the regular languages.

Definition 1710 Given an alphabet $\Sigma$ :

1. Is a regular language.
2. For any string $x \in \Sigma^{*},\{x\}$ is a regular language.
3. If $A$ and $B$ are regular languages, so is $A \cup B$.
4. If $A$ and $B$ are regular languages, so is $A B$.
5. If $A$ is a regular language, so is $A^{*}$
6. Nothing else is a regular language unless its being so follows from 1-5.

For example,
(17-8) Let $\Sigma=\{a, b, c\}$. Then since $a a b$ and $c c$ are members of $\Sigma^{*},\{a a b\}$ and $\{c c\}$ are regular languages. So is the union of these two sets, $v i z,\{a a b, c c\}$, and so is the concatenation of the two, viz., $\{a a b c c\}$. Likewise, $\{a a b\}^{*},\{c c\}^{*}$, and $\{a a b, c c\}^{*}$, are all regular languages, etc.

Another way to state the definition is to say that the regular languages (over a given alphabet) are just those which can be obtained from the empty language and the 'unit' languages (those containing just one string) by repeated application of the operations of union, concatenation, and Kleene star. Thus, to show that a given language is in fact regular, we indicate how it can be built up out of empty or unit languages by these operations. For example, the language $\left\{x \in\{a, b\}^{*} \mid x\right.$ contains an odd number of $b$ 's $\}$ is a regular language since an equivalent representation of this language is $\{a\}^{*} \cdot\{b\}\{a\}^{*} \cdot\left(\{b\},\{a\}^{*} \cdot\{b\}-\{a\}^{*}\right)^{*}$. In writing such expressions, it is usual to render them less cumbersome by suppressing the braces around sets and the dots in concatenation; extra parentheses can also be dispensed with in view of the associativity of union and concatenation. The previous expression in
this pared-down notation would be: $a^{\times} b a^{\times}\left(b a^{\times} b a^{\times}\right)^{x}$ Such expressions are called regular expressions We note also that the set of all strings in $\{a, b\}^{*}$ which contain exactly two or three $b$ 's is a regular language since it can be represented (as a regular expression) as $a^{\star} b a^{\star} b a^{\star} \cup a^{*} b a^{\star} b a^{\star} b a^{*}$, or equivalently as $a^{*} b a^{*} b a^{*}\left(e \cup b a^{\star}\right)$. Note, finally, that $\{e\}$ is a regular language since it is equal to $\emptyset^{*}$.

Having thus characterized the regular languages, we want to show that they are in fact identical to the finite automaton languages

Theorem 17.1 (Kleene) A set of strings is a finite automaton language if and only if it is a regular language.

We will sketch the proof of one half of this theorem; i.e, that every fal is a regular language. The proof of the converse is too complex to give here, but can be found in works such as Hopcroft and Ullman (1979) and Lewis and Papadimitriou (1981).

First, we show that the empty language and the unit languages (for a given $\Sigma$ ) are fal's. The empty language is accepted by the one-state fa in Fig. 17-5(a), and for each $x$ in $\Sigma^{*}$, a fa of the form shown in Fig. 17-5(b) accepts the language $\{x\}$. (Note that these fa's are in general non-deterministic.)


Figure 17-5

Next we show that the fal's are closed under the operations of union, concatenation, and Kleene star. From this it will follow that the fal's are included in the regular languages.

We will indicate how, given any two fa's accepting languages $L_{1}$ and $L_{2}$, we can construct fa's accepting, respectively, $L_{1} \cup L_{2}, L_{1} L_{2}$, and $L_{1}^{*}$

Suppose, for example, we are given the following fal's:
$L_{1}=a b^{*} a$; that is, all strings beginning and ending with an $a$ with any number of $b$ 's between them.

$$
L_{2}=\text { all strings in }\{a, b\}^{*} \text { containing exactly two } b \text { 's. }
$$

These are fal's since they are accepted by the fa's in Figs. 17-6 and 17-7, respectively


Figure 17-6


Figure 17-7.

To form a fa accepting the union of $L_{1}$ and $L_{2}$ we first relabel the states of one of the fa's so that all have distinct names-let us suppose that we add primes to the states of $M_{2}$. Now we introduce a new start state, $q_{0}^{\prime \prime}$, and establish $e$-transitions, i.e., changes of state reading the empty string, from $q_{0}^{\prime \prime}$ to the old start states, $q_{0}$ and $q_{0}^{\prime}$. Everything else, including the final states, remains the same. The resulting automaton $M_{3}$ is shown in Fig. 17-8.
$M_{3}$ of course is non-deterministic. From its initial state it can go without reading any input to $q_{0}$, from which point it acts like $M_{1}$, or it can go to $q_{0}^{\prime}$ and then behave like $M_{2}$. Given a string $x$ which is in $L_{1} \cup L_{2}$, there will be an accepting path in $M_{3}$ corresponding to one (or both) of these possibilities. If $x$ is not in $L_{1} \cup L_{2}$, it is not accepted on any path in $M_{3}$

It should not be difficult to see that the method of construction is general and can be applied to any two fa's. This is the basis of the proof that the
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fal's are closed under union.
The demonstration that the fal's are closed under concatenation is similar, except that the automata are hooked together "in series" rather than "in parallel." To construct a fa accepting $L_{1} L_{2}$, we relabel the states of $M_{2}$, if necessary, to make them distinct from those of $M_{1}$ and then run $e$ transitions from all final states of $M_{1}$ to the initial state of $M_{2}$. Final states of $M_{1}$ now become non-final, but final states of $M_{2}$ remain. The result for our examples $M_{1}$ and $M_{2}$ above, would be as shown in Figure 17-9.


Figure 17-9
$M_{3}^{\prime}$ accepts $L_{1} L_{2}$ as follows Given $x$, it will be accepted just in case $x=w z$, where $w$ would be accepted by $M_{1}$ (in state $q_{2}$ ) and $z$ would be accepted by $M_{2}$ (going from state $q_{0}^{\prime}$ to state $q_{2}^{\prime}$ ) If $x$ is not in $L_{1} L_{2}$, there will be no factorization of $x$ into $w z$ such that $w$ would be accepted by $M_{1}$ and $z$ accepted by $M_{2}$ and thus no accepting path through $M_{3}^{\prime}$. Again, the method is general and does not depend on the particular characteristics of automata $M_{1}$ and $M_{2}$ Note, however, that if $M_{1}$ had more than one final state, we would have $e$-transitions from each of them to the initial state of $M_{2}$, and all these states would become non-final in the resulting fa

Finally, we want to show that the fal's are closed under the Kleene star operation; that is, we want to take an automaton accepting $L$ and convert it into an automaton accepting $L^{\times}$. The strategy here is to establish $e$ transitions from all the final states back to the initial state so that the new fa can "recycle," accepting an input string $x_{1} x_{2} \ldots x_{n}$ just in case the original fa would have accepted $x_{1}$ and $x_{2} \ldots$ and $x_{n}$. There is a slight difficulty, however, in connection with the acceptance of the empty string, which is of course a member of $L^{\star}$ for any language $L$.

One would naturally want to insure that $e$ is accepted by making the initial state a final state if it isn't already However, in certain cases this can lead to trouble Consider, for example, the following fa accepting the language $a(b \cup b a a)^{*} b$ :


Figure 17-10.

If we were simply to add an $e$-transition from $q_{2}$ to $q_{0}$ so that the fa could "recycle" and make $q_{0}$ a final state, we would have:


Figure 17-11.
$M^{\prime}$ accepts $e$, as required, but it also accepts $a b a$, which is not in ( $a(b \cup$ $\left.b a a)^{*} b\right)^{*}$ Rather, what we should do is add a new initial state to $M$, which will also be a final state, and establish an $e$-transition from $q_{2}$ back to the old initial state, $q_{0}$ :


Figure 17-12.

Returning now to the examples $M_{1}$ and $M_{2}$ above, we see that this method of construction would produce the fa's in Fig. 17-13, accepting $L_{1}^{*}$ and $L_{2}^{*}$, respectively.

This completes our informal demonstration that every finite automaton language is a regular language. As we have said, we will not attempt to show the converse here. It relies essentially on a procedure for extracting from any given fa a representation of the language it accepts. This representation can
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be shown to involve only the empty and unit languages together with the operations of union, concatenation, and Kleene star, and thus, that every fal is a regular language.

### 17.2.1 Pumping Theorem for fal's

Consider an infinite fal $L$. By definition, it is accepted by some fa $M$, which, again by definition, has a finite number of states. But since $L$ is infinite, there are strings in $L$ which are as long as we please, and certainly $L$ contains strings with more symbols than the number of states in $M$. Thus, since $M$ accepts every string in $L$, there must be a loop in $M$-in particular, a loop which lies along a path from the initial state to some final state. In other words, in accepting a string longer than the number of states of $M, M$ must enter some state more than once, and a path leading from such a state back to that state constitutes a loop along an accepting path.

Let $x$ be the string of symbols which $M$ reads on going from its initial state to the state at the beginning of some loop (call it $q_{i}$ ). Let $y$ be the string read by $M$ in going around the loop once, i.e, from $q_{i}$ to the first
re-entry to $q_{i}$. Finally, let $z$ be the string read on going from $q_{i}$ to some final state. Thus, $x y z$ is accepted by $M$

But now notice that any loop lying along an accepting path can be traversed any number of times-zero or more-and the result will still be an accepting path. Therefore, if $M$ accepts $x y z$ in the way indicated, it will also accept $x z, x y y z, x y y y z, \ldots$, in fact all strings of the form $x y^{n} z$ for $n \geq 0$. Finally, we observe that if $L$ is an infinite language (so that there is no upper bound on sentence length), there has to be some loop along an accepting path in $M$ such that $y \neq e$ Otherwise, $M$ could not accept strings of length greater than the number of states of $M$. These observations are summarized in the following theorem, known as the Pumping Theorem (for fal's) because the string $y$ is said to be "pumped", i.e., repeated with each traversal of the loop recognizing it.

Theorem 17.2 If $L$ is an infinite fal over alphabet $\Sigma$, then there are strings $x, y, z \in \Sigma^{*}$ such that $y \neq e$ and $x y^{n} z \in L$ for all $n \geq 0$.

As an example, consider the language
(17-9) $\left\{x \in\{a, b\}^{*} \mid x\right.$ contains an odd number of $b$ 's $\}$
Since this is an infinite fal, the Pumping Theorem applies. Hence, there exist strings $x, y$, and $z(y \neq e)$ such that $x y^{n} z \in L$ for all $n \geq 0$ Many examples of such strings could be found; to take just one, let $x=e, y=b b$, and $z=a b$. Then it is true that $a b, b b a b, b b b b a b, b b b b b b a b, \ldots$, are all in $L$; that is $(b b)^{n} a b \in L$ for all $n \geq 0$. For some choices of $x, y$, and $z$, this will not be true, but that doesn't matter: the theorem guarantees only that at least one choice for $x, y$, and $z$ exists such that the specified condition holds.

The usefulness of this theorem lies in its application to languages which are not fal's. Suppose we have a language $L$ which is infinite and for which we could somehow show that for no choice of $x, y$, and $z(y \neq e)$ whatsover is it the case that $x y^{n} z \in L$ for all $n \geq 0$. In such a situation we would be justified in concluding that $L$ is not a fal. Here we are using the theorem in its contrapositive form. As stated, it is a conditional: If $L$ is an infinite fal, then so-and-so. The contrapositive is: if not-so-and-so, then $L$ is not an infinite fal. For example, consider the language
(17-10) $L=\left\{a^{r} b^{n} \mid n \geq 0\right\}$
and let us show that it is not a fal using the Pumping Theorem. If $L$ were a fal, there would be some $x, y$, and $z(y \neq e)$ such that $x y^{n} z \in L$ for all $n \geq 0$ We show that no such $x, y$, and $z$ exist.

The string $x y z$ would have to be in $L$, so what could $y$ consist of? It can't be empty, so it would have to consist of (1) some number of $a$ 's, or (2) some number of $b$ 's, or (3) some number of $a$ 's followed by some number of $b$ 's. It is easy to see that (3) is impossible because any string that contains more than one repetition of $y$, e.g., $x y y z$, will contain $b$ 's preceding $a$ 's-the $b$ 's at the end of the first $y$ and the $a$ 's at the beginning of the next-which could not be a string in $L$. So such a choice of $y$ is not pumpable.

What about case (1)? Here all the $b$ 's are contained in the $z$ part, and as $y$ is pumped, the number of $a$ 's in the string will increase while the number of $b$ 's remains constant Thus, we will continually be producing strings which have more $a$ 's than $b$ 's in them, which cannot be in the language $a^{n} b^{n}$...

Case (2) is parallel, but here the number of $b$ 's outstrips the number of $a$ 's. These are the only logical possibilities for the choice of $y$, and since none meet the condition laid down in the Pumping Theorem, we conclude that no such $x, y, z$ exist for this language Conclusion: $a^{n} b^{n}$ is not a fal.

What we have just done, then, is to show that there is no fa accepting $a^{n} b^{n}$ without actually attempting to construct such an automaton.

One should also note that the Pumping Theorem does not yield particularly useful information when one shows that the consequent of the conditional is true. If we were to consider the language $L=\left\{x \in\{a, b\}^{*} \mid x\right.$ contains equal numbers of $a$ 's and $b$ 's in any order $\}$ and observe that for $x=e, y=a b$, and $z=e$ it is the case that $x y^{n} z \in L$ for all $n \geq 0$, this would tell us nothing about whether $L$ is a fal or not. Given $A \rightarrow B$ and $B$, we can conclude nothing about the truth or falsity of $A$. As it happens, the language just mentioned is not a fal. The moral is that the Pumping Theorem may be useful in showing that certain languages are not fal's but may not prove useful in other cases, even though the languages in question are in fact not fal's.

### 17.3 Type 3 grammars and finite automaton languages

We now want to examine the fal's from the point of view of grammars which generate them. Recall our previous discussion of formal grammars as consisting of $V_{T}$, the terminal vocabulary; $V_{N}$, the non-terminal vocabulary; $S$,
the initial symbol; and $R$, a set of rules or productions. The various types of grammars differ in the form of productions they may contain, and here we want to focus our attention on Type 3 grammars, also called right linear grammars, in which each production is either of the form $A \rightarrow x B$ or $A \rightarrow x$, where $A$ and $B$ are in $V_{N}$ and $x$ is any string in $V_{T}^{*}$. That is, each rule of a Type 3 grammar has a single non-terminal on the left side, and on the right a string of terminals (possibly empty) followed by at most one non-terminal symbol An example is shown in (17-11)
(17-11) $G=\left\langle V_{T}, V_{N}, S, R\right\rangle$, where $V_{T}=\{a, b\} ; V_{N}=\{S, A, B\} ;$ and

$$
R=\left\{\begin{array}{l}
S \rightarrow a A \\
A \rightarrow a A \\
A \rightarrow b b B \\
B \rightarrow b B \\
B \rightarrow b
\end{array}\right\}
$$

An example of a derivation by this grammar is shown in (17-12):
(17-12) $S \Rightarrow a A \Rightarrow a a A \Rightarrow a a b b B \Rightarrow a a b b b B \Rightarrow a a b b b b$

The phrase-structure tree associated with this derivation is shown in Fig. (17-14).

It is evident from this tree why the Type 3 grammars are also called right linear: the non-terminal symbols form a single linear sequence down the right of the tree. (There is also a class of grammars called left linear in which every rule is of the form $A \rightarrow B x$ or $A \rightarrow x$. The more general class of linear grammars has every rule of the form $A \rightarrow x B y$ or $A \rightarrow x$, i.e., the right side of each rule has at most one non-terminl symbol but it need not to be left-most or right-most in the string. What we will say here about right-linear grammars could equally well be formulated in terms of left-linear grammars-they are equivalent in generative capacity. Linear grammars, however, generate a larger class of languages.)

Note that in a derivation by a right-linear grammar there is exactly one non-terminal symbol at the right end of each string until the last one, at which point a rule of the form $A \rightarrow x$ is applied and the derivation terminates. This observation suggests an analogy to finite automata: the one non-terminal symbol at the right side of a string is like the state of a fa
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in that the future course of the derivation or computation can depend only on the identity of that state or symbol and the given productions of the device in question. In particular, the past history, i.e., the string already read by the fa or the string already generated by the grammar, has no influence on the future course of events.

Let us then associate with each rule of a Type 3 grammar of the form $A \rightarrow x B$ a transition in a (non-deterministic) fa from state $A$ to state $B$ reading $x$. Further, let us associate each rule of the form $A \rightarrow x$ with a tranisition from state $A$ reading $x$ to a designated final state $F$. The initial state of the automaton will, of course, be $S$. Carrying out this construction for the grammar in (17-11) gives:

It should be reasonably easy to convince oneself that this fa accepts the same language as that generated by the grammar in (17-11). Moreover, the method is general and can be applied to any given Type 3 grammar to produce an equivalent fa. 'Equivalent,' of course, means that the language accepted by the fa is the same as the language generated by the Type 3 grammar.

On further consideration, we see that there is no reason why we should


Figure 17-15.
consider fa's only as acceptors of languages. We might as well think of an fa as a language generator which starts in an initial state, moves from state to state emitting, or writing, symbols on an output tape, and halting at will in either a final or non-final state. If the fa halts in a final state, the output string is said to be generated; other wise, it is not gener ated. The state diagram of a fa is the same whichever way we want to look at it, and the same language would be accepted by a given fa acceptor as that generated by the fa regarded as generator. From this point of view, then, non-deterministic fa's and Type 3 grammars are virtually isomorphic representations.
Problem: How could one construe a Type 3 grammar as accepting rather than generating strings, i.e., how would the rules and derivations be interpreted?

What we have just argued (without giving a formal proof) is that every Type 3 language is a fal. To show the converse is equally easy, but the construction proceeds in the opposite direction. Given a fa, we use its instructions to create the rules of a Type 3 grammar in the following way. For each transition ( $q_{i}, x, q_{j}$ ), we put in the grammar a rule $q_{i} \rightarrow x q_{j}$. Thus, the states of the fa become non-terminal symbols of the grammar, and the alphabet of the fa becomes the terminal alphabet of the grammar Finally, for each transition ( $q_{i}, x, q_{j}$ ) where $q_{j}$ is a final state, we also add to the grammar the rule $q_{i} \rightarrow \boldsymbol{x}$. If we carry out this construction on the $f$ in (17-1), we get the following grammar:
(17-13) $G=\left\langle V_{T}, V_{N}, q_{0}, R\right\rangle$, where $V_{T}=\{a, b\} ; V_{N}=\left\{q_{0}, q_{1}\right\} ;$ and

$$
R=\left\{\begin{array}{ll}
q_{0} \rightarrow a q_{0} & q_{1} \rightarrow b q_{0} \\
q_{0} \rightarrow b q_{1} & q_{0} \rightarrow b \\
q_{1} \rightarrow a q_{1} & q_{1} \rightarrow a
\end{array}\right\}
$$

A derivation of the string $a a b a$ by this grammar would be as follows:
$(17-14) \quad q_{0} \Rightarrow a q_{0} \Rightarrow a a q_{0} \Rightarrow a a b q_{1} \Rightarrow a a b a$

The reader may find it instructive to compare this with an accepting computation for $a a b a$ by the fa in (17-1).

To be rigorous we wauld have to give a proof that the method of construction just outlined does indeed produce a grammar equivalent to the original fa, but we will not do so here since the equivalence is intuitively evident The main point is that we now have three quite different characterizations of the same class of languages: the languages accepted (or generated) by (deterministic or non-deterministic) finite automata, the regular languages, and the languages generated by Type 3 grammars It is always useful to view mathematical objects from different perspectives; our understanding is enhanced, and new methods of proof are opened up. We also come to realize that we are dealing with a coherent, and in some sense "natural" mathematical class

### 17.3.1 Properties of regular languages

We also gain in understanding of mathematical objects when we ascertain their behavior under various sorts of operations. Since languages are sets, it is natural to ask how they behave when subjected to certain set-theoretic manipulations. We have already seen, for example, that the class of fal's ( $=$ regular languages $=$ Type 3 languages) is closed under the operation of union: ie, the union of any two fal's is also a fal Similarly, we know that the fal's are closed under concatenation and Kleene star. What about the operations of complementation and intersection?

Given a regular language $L \in \Sigma^{*}$, its complement, ie., $\Sigma^{*}-L$, is also regular How can we show it? Given our equivalent characterizations of this class of languages, we can make use of whichever one is most convenient for what we want to prove. In this case, the desired result is easiest to show with finite automata.

Let $M$ be a deterministic fa accepting $L$. Construct a new fa $M^{\prime}$ from $M$ by interchanging final and non-final states. That is, $M^{\prime}$ is identical to $M$ except that all final states are now non-final and vice versa. $M^{\prime}$ is also deterministic. Now $M$ and $M^{\prime}$ read any input string in the same way, in the
sense that for a given string they go through the same state transitions. The only difference is that when $M$ accepts (ends in a final state), $M^{\prime}$ rejects (ends in a non-final state), and when $M$ rejects, $M^{\prime}$ accepts. Thus, $M^{\prime}$ accepts the complement of $L$, which is therefore also a fal.

For example, applying this construction to the fa of (17-1), we obtain the following deterministic fa which accepts $\left\{x \in\{a, b\}^{*} \mid x\right.$ contains an even number of $b$ 's $\}$ This is clearly the complement of the original language.
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Problem: Why wouldn't this procedure work in general if the original fa were not deterministic?

It now follows that the regular languages are also closed under intersection, since for any sets $X$ and $Y, X \cap Y=\left(X^{\prime} \cup Y^{\prime}\right)^{\prime}$ by DeMorgan's Laws In more detail, if $X$ and $Y$ are regular languages, then so are their complements, $X^{\prime}$ and $Y^{\prime}$, as we have just seen The union of the latter, $X^{\prime} \cup Y^{\prime}$, is also regular, and the complement of the last set is also regular, i.e., $\left(X^{\prime} \cup Y^{\prime}\right)^{\prime}$, which is equal to $X \cap Y$

Given then that the regular languages are closed under union, intersection and complementation, and that the empty language and $\Sigma^{\times}$(for any given alphabet $\Sigma$ ) are regular, we have the result that the regular languages over any fixed alphabet form a Boolean algebra (see Ch. 12). This gives us some information about the class of regular languages but does not provide a complete characterization since there are other sets of languages which also form Boolean algebras (e.g., the set of all languages over a given alphabet) which are not regular.

Another frequently encountered problem concerning mathematical objects is this: What questions about them can be answered by algorithm? Or to put it another way, do there exist procedures which can be applied mechanically to any instance of one of these objects to yield an answer to a particular sort of question in a finite time?

An example of this sort of consideration as applied to finite automata would be: Given a fa $M$ and a string $x$, can it be determined whether $M$ accepts $\boldsymbol{x}$ or not? The answer in this case is yes One procedure for answering this question would be the following. Given $M$, convert it to an equivalent deterministic fa $M^{\prime}$ (if $M$ is not already deterministic.) There is an algorithm for performing this conversion, as we mentioned earlier If $x \notin \Sigma^{*}$, we know it cannot be accepted, since it contains symbols not in the alphabet of $M^{\prime}$ If $x \in \Sigma^{\star}$, trace the computation of $x$ by $M^{\prime}$. There is a unique path through the state diagram of $M^{\prime}$ reading $x$ which ends in some state $q_{i}$ If $q_{i}$ is a final state, $x$ is accepted; otherwise, $x$ is rejected Since the first part of the algorithm will yield an equivalent deterministic fa in a finite amount of time, the number of states of $M$ being finite, and the second part will be accomplished in a finite number of steps, viz, the number of symbols of $x$, the procedure outlined is guaranteed to terminate after a finite time with the correct answer This is an algorithmic solution to the so-called membership question for fal's.

Another example of a question about fa's which has an algorithmic solution is the emptiness question: given an fa $M$, does it accept any strings at all? One could proceed as follows If $M$ is not deterministic, make it so. The result is $M^{\prime}$, which necessarily has a finite number of states and a finite number of transitions. $M^{\prime}$ accepts at least one string just in case there is a path in its state diagram from the initial state to some final state Furthermore, if there is any accepting path in $M^{\prime}$, there is an accepting path without loops in it (Any path with loops can also be traversed by going through each loop zero times.) Since the number of states and state connections is finite, there are only a finite number of loop-ffee paths to examine to determine whether any ends in a final state One could imagine systematic ways of looking at the paths, but the essential part here is not the relative efficiency of the process but only that it is a finite task Thus, there is an algorithmic solution to the emptiness question for fa's.

Similarly, one might ask of a given fa, does it accept all strings in $\Sigma^{\times}$? This can be reduced to the previous question by noting that $\Sigma^{\times}$is the complement of $\emptyset$. Given $M$, make $M$ deterministic if it isn't already, to produce $M^{\prime}$. Interchange final and non-final states of $M^{\prime}$ to produce $M^{\prime \prime}$. Apply the algorithm for answering the emptiness question to $M^{\prime \prime} . M^{\prime \prime}$ accepts $\emptyset$ iff $M^{\prime}$ accepts $\Sigma^{*}$.
Problem: Given two fa's, $M_{1}$ and $M_{2}$, show that there is an algorithm for answering the question, is $L\left(M_{1}\right) \subseteq L\left(M_{2}\right)$ (Hint: $X \subseteq Y$ iff $\left(X \cap Y^{\prime}\right)=\emptyset$.)

Is there an algorithmic solution to the question of whether two fa's accept the same language?

### 17.3.2 Inadequacy of right-linear grammars for natural languages

Is English a regular language? We can prove that it is not, using the Pumping Theorem and the fact that regular languages are closed under intersection.

We assume that all the following are grammatical (although in some cases surely incomprehensible) English sentences:
(17-15) (1) The cat died.
(2) The cat the dog chased died.
(3) The cat the dog the rat bit chased died.
(4) The cat the dog the rat the elephant admired bit chased died. etc.

These are all of the form:
(17-16) (the + common noun) $)^{n}(\text { transitive verb) })^{n-1}$ intransitive verb

Let us take some finite set $A$ of common noun phrases of the form the + common noun:
(17-17) $A=\{$ the cat, the dog, the rat, the elephant, the kangaroo,..$\}$

Let us also choose a finite set $B$ of transitive verbs:
(17-18) $B=\{$ chased, bit, admired, ate, befriended, .. $\}$

Thus, the strings illustrated in (17-15) are all of the form:
(17-19) $x^{n} y^{n-1}$ died, where $x \in A$ and $y \in B$.

The language $L$ consisting of all such strings, of which the sentences in (1715) are members, is easily shown not to be regular. The proof uses the

Pumping Theorem and is very similar to the proof that $\left\{a^{n} b^{n} \mid n \geq 0\right\}$ is not regular
$L$ is the result of intersecting English (considered as a set of strings) with the regular language $A^{\times} B^{\times}\{$died $\}$. Since the regular languages are closed under intersection, if English were regular, $L$ would be also. Thus, English is not regular

The demonstration that English is not a finite automaton language was one of the first results to be achieved in the nascent field of mathematical linguistics (Chomsky, 1956; 1957, Chapter 3), although Chomsky did not use this particular method of proof, nor did he focus on the particular subset of English exemplified in (17-15). Rather, he pointed out that English has a certain number of constructions such as either...or, if ..then, and the agreement between the subject of a sentence and the main verb, which can be thought of as obligatorily paried correspondences or dependencies. (In sentences of the form Either $S_{1}$ or $S_{2}$, we cannot substitute then or and for or, for example, and similarly, we cannot replace then in If $S_{1}$ then $S_{2}$ by and or or, etc, and produce a grammatical sentence ) Further, these dependencies can be found in grammatical sentences nested one inside the other and to an arbitrary depth. Chomsky and Miller (1963) cite the following example in which the dependencies are indicated by subscripts:
(17-20) Anyone $_{1}$ who feels that $\mathrm{if}_{2}$ so-many $3_{3}$ more $_{4}$ students $_{5}$ whom we ${ }_{6}$ haven ' $t_{6}$ actually admitted are ${ }_{5}$ sitting in on the course than ${ }_{4}$ ones we have that ${ }_{3}$ the room had to be changed, then 2 probably auditors will have to be excluded, is $s_{1}$ likely to agree that the curriculum needs revision.

This structure of nested dependencies finds an analog in the strings of a language like $\left\{x x^{R} \mid x \in\{a, b\}^{*}\right\}$ (recall that $x^{R}$ denotes the reversal of the string $x$ ) In strings of this language, the $i^{t h}$ symbol from the left must match the $i^{\text {th }}$ symbol from the right as indicated in the diagram of Fig. 17-17:
The language $x x^{R}$ can be shown not to be regular by first intersecting it with the regular language $a a^{\times} b b a a^{*}$ to give $\left\{a^{n} b^{2} a^{n} \mid n \geq 1\right\}$ and showing that the latter is not regular by means of the Pumping Theorem

This result illustrates one sort of practical result that can sometimes be obtained from the study of formal grammars and languages. A linguistic theory proposes that the grammar of every natural language is drawn from some infinite class $\mathcal{G}$ of generative devices. (This is just to say that the
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linguistic theory specifies, as it should, the form that grammars may take.) Such a theory is supported, but not of course proven true, by each succesful prediction, i e., whenever we are able to show that a grammar from $\mathcal{G}$ is adequate for some natural language. On the other hand, repeated failure to find an adequate grammar in $\mathcal{G}$ for, say, Swahili might raise doubts but would not suffice to prove the theory wrong Since $\mathcal{G}$ is an infinite set, as it will be in all interesting cases, failure after a finite number of attempts may reflect only ineptness or bad luck. In certain cases, however, we may be able to demonstrate conclusively that a linguistic theory is inadequate for one or more natural languages, as we just did for the theory of right linear grammars vis-a-vis English. We are then justified in concluding that the theory is inadequate in principle and can be removed from consideration as a viable proposal

## Exercises

1. Consider the following state diagram:
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(a) Which of the following strings are accepted by the machine?
(i) 01011
(ii) 0011
(iii) 11001101
(iv) 01010111111
(b) Describe as simply as possible the language accepted by the automaton.
2. Consider the following set of transition rules:
$\left(S_{0}, 0\right) \rightarrow S_{0} \quad\left(S_{3}, 0\right) \rightarrow S_{0}$
$\left(S_{0}, 1\right) \rightarrow S_{1} \quad\left(S_{3}, 1\right) \rightarrow S_{4}$
$\left(S_{1}, 0\right) \rightarrow S_{2} \quad\left(S_{4}, 0\right) \rightarrow S_{0}$
$\left(S_{1}, 1\right) \rightarrow S_{3} \quad\left(S_{4}, 1\right) \rightarrow S_{5}$
$\left(S_{2}, 0\right) \rightarrow S_{0} \quad\left(S_{5}, 0\right) \rightarrow S_{0}$
$\left(S_{2}, 1\right) \rightarrow S_{1}\left(S_{5}, 1\right) \rightarrow S_{5}$
Final states: $S_{4}, S_{5}$.
(a) Draw a state diagram for this automaton
(b) Describe the set of input strings accepted by the automaton.
(c) Draw a state diagram for an automaton which is equivalent to this one but which has four states.
3. Construct state diagrams for finite automata which accept the following languages using as few states as possible:
(a) The set of all strings containing a total of $n 1$ 's, where $n$ is congruent to 1 (modulo 3) (i.e., the remainder when $n$ is divided by 3 is 1 ).
(b) The set of all strings containing a total of exactly two 1 's.
(c) The set of all strings which contain a block of at least three consecutive 1's, e.g,
010111001 but not 0101011011
0011111000011011000
11011101111101100101
(Note that once such a block occurs, it is irrelevant what comes later.)
(d) The set of all strings which contain no block of more than one consecutive 0 nor any block of more than one consecutive 1 , eg.,

| 0 | but not | 0101101 |
| :--- | :--- | :--- |
| e |  | 11 |
| 101 |  | 11010 |
| 101010 |  |  |
| 0101 |  |  |

(e) The set of all strings which contain the substring 101 anywhere within them
(f)* The set of all strings in which the total number of 0 's is congruent to the total number of 1 's modulo 3 (see part (a) above)
4. Consider non-deterministic finite automata whose input alphabet is \{the, old, man, men, is, are, here, and\}.
(a) Construct a state diagram for an automaton which accepts the following language: \{the man is here, the men are here\}.
(b) Do the same for the following language: \{ the man is here, the men are here, the old man is here, the old men are here, the old old man is here, the old old men are here,...\}.
(c) Construct a state diagram for an automaton which accepts all the sentences in (b) plus all those formed by conjoining sentences with and, e.g., the old man is here and the old old men are here and the men are here.
5. (a) Construct a state diagram for an automaton which accepts the terminal language of the following grammar. (The input alphabet is $\{a, b, c\}$; it does not include $S$ or $C$ )
$S \rightarrow S S \quad S \rightarrow b b$
$S \rightarrow a C a \quad C \rightarrow C c$
$S \rightarrow b C b \quad C \rightarrow c$
$S \rightarrow a a$
(b) Draw a diagram for an automaton whose language is that of part (a) plus the empty string
6. Show how, given any finite automaton, you can construct an equivalent one which has no transition arrows leading to the initial state

All automata asked for in exercises 7 and 8 may be non-deterministic, and of course must be finite state. The input alphabet is to be $\{0,1\}$
7. (a) Construct an automaton $A$ which accepts any string which contains no l's.
(b) Construct an automaton $B$ which accepts any string which contains an odd number of 1's, with any number (including zero) of 0 's.
(c) Construct an automaton $C$ which accepts the union $L(A) \cup L(B)$
(d) Construct an automaton $D$ which accepts the complement $L(C)^{\prime}$. (Caution: first find a deterministic equivalent of C.) Describe $L(D)$ in words
8. (a) Construct an automaton $A$ which accepts any string which contains no block of four or more consecutive 1's
(b) Construct an automaton $B$ which accepts any string which contains no block of three or more consecutive 0 's
(c) Construct an automaton $C$ which accepts the intersection $L(A) \cap$ $L(B)$.
9. Find a regular expression for the language of:
(a) Exercise 4a (above)
(b) Exercise 4b.
(c) Exercise 4c.
(d) Exercise 3b.
(e) Exercise 3e.
10. Draw a state diagram for a finite automaton corresponding to the following regular expressions.
(a) $010^{*} 1$
(b) $\left(010^{*} 1\right)^{x}$
(c) $\left(010^{*} 1\right)^{*} 1$
(d) $\left(010^{*} 1\right)^{*} 1(0 \cup 1)^{*}$
(e) $1\left(010^{*} 1\right)^{*}$
(f) $1\left(010^{*} 1\right)^{*}(0 \cup 1)^{*}$ (Hint: this one can be done by a simpler machine than any of the others.
11. Construct Type 3 grammars that generate each of the following languages Assume a fixed terminal vocabulary $V_{T}=\{a, b\}$.
(a) $L_{1}=\{a a, a b, b a, b b\}$
(b) $L_{2}=\{x \mid x$ contains any number of occurrences of $a$ and $b$ in any order $\}$
(c) $L_{3}=\{x$ contains exactly two occurrences of $a$, not necessarily contiguous $\}$
(d) $L_{4}=\{x \mid x$ contains exactly one occurrence of $a$, or exactly one occurrence of $b$, or both $\}$
(e) $L_{5}=\{x \mid x$ contains an even number of $a$ 's and an even number of $b$ 's $\}$ (Zero counts as even)
(f) $L_{6}=L_{3} \cap L_{5}$
12. Construct finite automata (non-deterministic) accepting each of the languages in Exercise 11.

## Chapter 18

## Pushdown Automata, Context Free Grammars and Languages

### 18.1 Pushdown automata

We turn next to a class of automata which are more powerful than the finite automata in the sense that they accept a larger class of languages. These are the pushdown automata (pda's).

A pda is essentially a finite automaton with an auxiliary tape on which it may read, write, and erase symbols. This tape is organized as a stack or pushdown store similar in principle to the spring-loaded devices for holding plates seen in cafeterias. Both work on the basis of "last in, first out;" that is, the most recently added item is the first one to be removed. Items below the topmost ones cannot be reached without first removing items above them on the stack

Pda's, like finite automata, read their input tapes from left to right and have a finite number of internal states. There is a designated initial state, and a set of final, or accepting, states. The transitions of a pda, however, allow the top symbol of the stack to be read and removed, added to, or left unchanged We can represent these transitions schematically as $\left(q_{i}, a, A\right) \rightarrow\left(q_{j}, \gamma\right)$, where $q_{i}$ and $q_{j}$ are states, $a$ is a symbol of the input alphabet, $A$ is a symbol of the stack alphabet (which need not be the same as the input alphabet), and $\gamma$ is a string of stack symbols Such an instruction
is interpreted as follows: when in state $q_{i}$, reading $a$ on the input tape, and reading $A$ at the top of the stack, go to state $q_{j}$ and replace $A$ by the string $\gamma$. If $\gamma$ were, for example, the string $B C$, the $A$ would be removed and $B C$ added to the stack (in the order $B$ first, $C$ next) so that $C$ would now become the top symbol on the stack In case $\gamma$ is $e$, the empty string, the net effect is to remove ("pop") $A$ from the stack. The symbol next below $A$, if any, would then become the top symbol If $\gamma$ were, for example, $A B$, the effect would be to add ("push") a $B$ on top of the $A$. If $\gamma$ were $A$, the transition would leave the stack unchanged

We also allow $e$ to appear in the position of $A$ in the above schema. In this case the transition does not depend on the contents of the stack since $e$ can always be read at the top of the stack whatever it may actually contain. Note that the $e$ here does not indicate that the stack must by empty. If $A=e$ and $\gamma=B$, for example, the transition would push $B$ onto whatever was already on the stack.

The stack is assumed to be empty at the beginning of a computation with the pda in its initial state and the reading head positioned over the left-most symbol of the input An input tape is accepted if the computation leads to a situation in which all three of the following are simultaneously true:
(i) the entire input has been read
(ii) the pda is in a final state
(iii) the stack is empty

One could define acceptance by empty stack or final state or, as we have done, by both, and the resulting classes of automata turn out to be equivalent This choice is convenient for our purposes. The following is an example of a pda which accepts the language $\left\{a^{n} b^{n} \mid n \geq 0\right\}$ :

| (18-1) | States: | $K=\left\{q_{0}, q_{1}\right\}$ |
| :--- | :--- | :--- |
| Input alphabet: | $\Sigma=\{a, b\}$ |  |
| Stack alphabet: | $\Gamma=\{A\}$ |  |
| Initial state: | $q_{0}$ |  |
| Final states: | $F=\left\{q_{0}, q_{1}\right\}$ |  |
|  |  |  |
|  | Transitions: | $\Delta=\left\{\begin{array}{ll}\left(q_{0}, a, e\right) \rightarrow\left(q_{0}, A\right) \\ \left(q_{0}, b, A\right) \rightarrow\left(q_{1}, e\right) \\ \left(q_{1}, b, A\right) \rightarrow\left(q_{1}, e\right)\end{array}\right\}$ |



Figure 18-1

Fig $18-1$ shows how this pda would accept input $a a b b$.
Since the entire input is read and the pda halts in a final state with an empty stack, this input is accepted.

The reader should also be able to verify the following statements about the behavior of this pda:
(i) $b a$ is rejected: the $p$ da blocks in state $q_{0}$ and fails to read the entire input
(ii) $a a a b b$ is rejected: the pda halts in state $q_{1}$ with $A$ on the stack
(iii) $a a b b b$ is rejected: the pda fails to read the last $b$ since there is no $A$ on the stack
(iv) $e$ is accepted: the computation begins and ends in $q_{0}$ with an empty stack

This machine works by using its stack as a counter for keeping track of the number of $a$ 's in the initial part of the input string Once a $b$ is found, it switches to state $q_{1}$ and begins popping an $A$ from the stack for each $b$ encountered. Only if the number of $b$ 's equals the number of $a$ 's will the stack be empty at the end (and the entire input string read)
Problem: Why is it necessary to go to a new state when the first $b$ is encountered, i.e, why not stay in state $q_{0}$ ?
Here is an example of a pda which accepts the language $\left\{x x^{R} \mid x \in\{a, b\}^{*}\right\}$

$$
\begin{aligned}
& \text { (18-2) } K=\left\{q_{0}, q_{1}\right\}, \Sigma=\{a, b\}, \Gamma=\{A, B\} \text {, } \\
& \text { Initial state }=q_{0}, F=\left\{q_{0}, q_{1}\right\} \\
& \Delta=\left\{\begin{array}{ll}
\left(q_{0}, a, e\right) \rightarrow\left(q_{0}, A\right) & \left(q_{0}, b, B\right) \rightarrow\left(q_{1}, e\right) \\
\left(q_{0}, b, e\right) \rightarrow\left(q_{0}, B\right) & \left(q_{1}, a, A\right) \rightarrow\left(q_{1}, e\right) \\
\left(q_{0}, a, A\right) \rightarrow\left(q_{1}, e\right) & \left.\left(q_{1}, b, B\right) \rightarrow\left(q_{1}, e\right)\right\}
\end{array}\right\}
\end{aligned}
$$

This machine works by putting an image of the left half of its input string on the stack (in the form of capital letters), and then, after non-deterministically "guessing" that the middle of the string has been reached, comparing each input symbol in the right half against the top symbol of the stack If the symbols correspond, the stack symbol is removed; if not, the machine blocks. Since symbols come off the stack in the reverse of the order in which they went on, the stack will be emptied just in case the right half of the input is the reversal or "mirror image" of the left half

This pda is non-deterministic since there is more than one move available to the automaton in certain situations. If, for example, it has just read an $a$ in state $q_{0}$ (and therefore put an $A$ on the stack) and is now reading another $a$, it could execute either the first or the third instruction above The former corresponds to the "pushing" mode in which the image of the left half is being placed onto the stack; the latter corresponds to a decision that the middle of the string has just been encountered and that it is time to switch from pushing to popping mode. As with the finite automata, we say that a non-deterministic pda accepts if there exists at least one computational path on which the input is accepted; an input is rejected if there is no such accepting path. By this definition, the above machine accepts the language $\left\{x x^{R} \mid x \in\{a, b\}^{*}\right\}$.

The pda in (18-1), by contrast, is said to be deterministic, in that it has at most one move available to it for any situation. Unlike the finite automata, we do not insist that deterministic pda's have one move available for every situation; rather, that in no situation is more than one move allowed One can determine from inspection of the instructions of a pda whether it is deterministic or properly non-deterministic. A pda is deterministic iff there are no two distinct instructions $\left(q_{i}, a, A\right) \rightarrow\left(q_{j}, \gamma\right)$ and $\left(q_{i}, a, A^{\prime}\right) \rightarrow\left(q_{k}, \delta\right)$ such that $A=A^{\prime}$ or $A=e$ or $A^{\prime}=e$. Thus, as with the finite automata, the deterministic machines are a proper subset of the non-deterministic.

The question then naturally arises as to whether deterministic and nondeterministic pda's are equivalent. The answer is that they are not, although it is not a simple matter to give a proof of this fact. We will simply note that this result agrees with our intuition that no deterministic pda could be devised to accept $\left\{x x^{R} \mid x \in\{a, b\}^{\times}\right\}$, there being no way in general for a pda reading strictly left to right to tell with certainty when the center of the input string has been reached In contrast, the language $\left\{x c x^{R} \mid x \in\{a, b\}^{*}\right\}$ in which the center of the string is marked by the $c$ is easily acceptable by a deterministic pda.

It is often a matter of some practical interest to be able to tell whether a non-deterministic pda language is also accepted by some deterministic pda. This is so because many programming languages-languages used for writing instructions for computers to execute-belong to the class of nondeterministic pda languages. When programs are compiled, i e, translated into sequences of 1 's and 0 's for execution by the computer, the compilation process is carried out by what is in effect a pda, and if this pda can be made deterministic, then the process can be made more efficient by avoiding backtracking or the pursuit of alternative paths. Most programming languages in current use are in fact deterministic pda languages (or nearly so), but it is an unfortunate fact that there is no way to tell in general whether any arbitrarily given non-deterministic pda language is also a deterministic pda language.

We end this section by giving formal definitions of $p$ da's and the related notions of situation, acceptance, and so on. Note that in the following we have generalized the notion of a transition of a pda to allow the possibility that a string of input symbols and a string of stack symbols can be read on a single move This does not affect the power of the automata and has the advantage of bringing the definitions into a form parallel to those for nondeterministic finite automata. A non-deterministic finite automaton will thus appear formally as a non-deterministic pda which never makes use of its stack.

Definition 18.1 A non-deterministic pushdown automaton is a sextuple $\langle K, \Sigma, \Gamma, \Delta, s, F\rangle$, where $K$ is a finite set of states, $\Sigma$ is a finite set (the input alphabet), $\Gamma$ is a finite set (the stack alphabet), $s \in K$ is the initial state, $F \subseteq K$ is the set of final states, and $\Delta$, the set of transitions, is a finite subset of $K \times \Sigma^{*} \times \Gamma^{*} \times K \times \Gamma^{*}$.

Definition 18.2 A situation of a $p d a$ is a quadruple ( $x, q, y, z$ ) where $q \in$ $K, x, y \in \Sigma^{*}$, and $z \in \Gamma^{*}$.

The intended interpretation is that the pda is in state $q$ with $x$ to the left of the reading head, $y$ to the right of the reading head with the left-most symbol of $y$ currently being scanned, and $z$ is the contents of the stack

Definition 183 Given a non-deterministic pda $M$, we say that situation ( $x, q, y, z$ ) produces ( $x^{\prime}, q^{\prime}, y^{\prime}, z^{\prime}$ ) in-one-move iff $x^{\prime}=x \alpha, y=\alpha y^{\prime}, z=\gamma w$, $z^{\prime}=\delta w$, and $(q, \alpha, \gamma) \rightarrow\left(q^{\prime}, \delta\right) \in \Delta$.

Definition 18.4 Produces is the reflexive, transitive closure of the produces-in-one-move relation

These are denoted, as usual, by $\left.\right|_{M} ^{*}$ and ${ }_{M}$, respectively.
Definition 18.5 Given a pda. $M$, a string $x \in \Sigma^{*}$ is accepted iff $(e, s, x, e)$ $\left.\right|_{M} ^{*}(x, q, e, e)$ for some $q \in F$. The language accepted by $M$ is the set of all strings accepted.

Definition 18.6 Apda is deterministic iff for no pair of distinct transitions, $\left(q_{i}, x_{i}, \gamma_{i}\right) \rightarrow\left(q_{j}, \delta_{j}\right)$ and $\left(q_{k}, x_{k}, \gamma_{k}\right) \rightarrow\left(q_{l}, \delta_{l}\right)$ is it the case that $q_{i}=q_{k}$, and $x_{i}$ is a substring of $x_{k}$ or vice-versa, and $\gamma_{i}$ is a substring of $\gamma_{k}$ or vice-versa.

### 18.2 Context free grammars and languages

Non-deterministic pda's accept exactly the languages generated by context free (Type 2) grammars. Recall that in a context free grammar every rule is of the form $A \rightarrow \psi$, where $A$ is a non-terminal symbol and $\psi$ is any string, possibly empty, from the union of the terminal and non-terminal alphabets. It follows from this definition that every right-linear grammar is also a context free grammar, and therefore that the regular languages are contained in the context free languages. This containment is proper since, as we have seen, $\left\{a^{n} b^{n} \mid n \geq 0\right\}$ is not a regular language, but it can be generated by the simple context free grammar containing only the two rules $S \rightarrow a S b$ and $S \rightarrow e$.

The proof of the equivalence of context free languages and non-deterministic pda languages is too long and complex to give here. To give something of the flavor of this proof, we will show an algorithm for constructing from any given context free grammar an equivalent non-deterministic pda (but we will not prove formally that the constructed pda is actually equivalent). For the construction in the reverse direction-from non-deterministic pda to equivalent context free grammar-we refer the reader to Hopcroft and UIIman (1979) or Lewis and Papadimitriou (1981), which also contain references to the original sources.

Given a context free grammar $G=\left\langle V_{N}, V_{T}, S, R\right\rangle$, we construct an equivalent non-deterministic pda $M$ as follows. The states of $M$ are $q_{0}$ and $q_{1}$, with $q_{0}$ being the start state and $q_{1}$ being the only final state. The input alphabet is $V_{T}$ and the stack alphabet $V_{N} \cup V_{T}$. The transitions of $M$ are constructed out of the rules of $G$ in the following way:
(i) $M$ contains the instruction $\left(q_{0}, e, e\right) \rightarrow\left(q_{1}, S\right)$
(ii) For each rule of the grammar $A \rightarrow \psi, M$ contains an instruction $\left(q_{1}, e, A\right) \rightarrow\left(q_{1}, \psi\right)$.
(iii) For each symbol $a \in V_{T}, M$ contains an instruction $\left(q_{1}, a, a\right) \rightarrow\left(q_{1}, e\right)$.

As an example, let us take $G$ to be as follows:
$(18-3) \quad V_{N}=\{S\} ; V_{T}=\{a, b\} ; R=\{S \rightarrow a S b, S \rightarrow e\}$
(This is the grammar we referred to above which generates $\left\{a^{n} b^{n} \mid n \geq 0\right\}$.)
According to the construction procedure just given, $M$ will contain the following:

$$
\begin{aligned}
(18-4) \quad K & =\left\{q_{0}, q_{1}\right\} ; \Sigma=\{a, b\} ; \Gamma=\{S, a, b\} ; s=q_{0} ; F=\left\{q_{1}\right\} ; \\
\Delta & =\left\{\begin{array}{l}
\left(q_{0}, e, e\right) \rightarrow\left(q_{1}, S\right) \\
\left(q_{1}, e, S\right) \rightarrow\left(q_{1}, a S b\right) \\
\left(q_{1}, e, S\right) \rightarrow\left(q_{1}, e\right) \\
\left(q_{1}, a, a\right) \rightarrow\left(q_{1}, e\right) \\
\left(q_{1}, b, b\right) \rightarrow\left(q_{1}, e\right)
\end{array}\right\}
\end{aligned}
$$

$M$ accepts the input string $a a b b$ by the following computation: ( $e, q_{0}, a a b b, e$ ) $\vdash\left(e, q_{1}, a a b b, S\right) \vdash\left(e, q_{1}, a a b b, a S b\right) \vdash\left(a, q_{1}, a b b, S b\right) \vdash\left(a, q_{1}, a b b, a S b b\right) \vdash$ $\left(a a, q_{1}, b b, S b b\right) \vdash\left(a a, q_{1}, b b, b b\right) \vdash\left(a a b, q_{1}, b, b\right) \vdash\left(a a b b, q_{1}, e, e\right)$
$M$ works by loading $S$ onto its stack and then simulating a derivation there by manipulations which corresp ond to the rewriting rules of $G$. When a terminal symbol appears at the top of the stack, it is popped off if it matches the symbol being read on the input; otherwise the computation blocks. When a non-terminal appears at the top of the stack it is rewritten in a way licensed by the rules of $G$. Thus, $M$ carries out what is in effect a left-most derivation (one in which the left-most non-terminal symbol is rewritten at each step) according to the grammar. If the derived terminal string matches the input, the stack will be emptied, the entire input read, and the string accepted.

Note that pda's constructed in this way will in general be non-deterministic since there may be in the grammar more than one rule rewriting some non-terminal $A$.

### 18.3 Pumping Theorem for cfl's

There is a Pumping Theorem for the cfl's which is similar in form to the Pumping Theorem for fal's. It is useful primarily in showing that a particular language is not context free.

The theorem makes use of the fact that a derivation by a cfg can be naturally associated with a parse tree (see Section 164 ), and the fact that the maximum width of any such parse tree is constrained by its height. Let us see what this means in more detail.

Given a cfg $G$, there is some maximum number of symbols on the right hand side of any rule Suppose, for example, that no rule has a right hand side longer than 4 symbols. This means that in one rule application, the width of the tree (the number of symbols in its yield) can have increased by at most 3 . If each of the 4 symbols just introduced should happen to be expanded into 4 symbols, then by these steps the single node could have grown into 16 symbols, but no more than 16 symbols. If we define the height of a tree to be the length of the longest path in it extending continuously downward from the root, then what we have said is that (for a given grammar) the maximum width of a parse tree is bounded by its height. More specifically, if $n$ is the maximum length of a right side of the rules of $G$, then the maximum width of a parse tree generated by $G$ of height $h$ is just $n^{h}$. (It may in fact be considerably less than this, depending on the exact nature of $G$, but we are interested here only in setting an upper bound ) To phrase this another way, if a parse tree for some grammar $G$ has width greater than $n^{m}$, where $n$ is the maximum length of the right side of rules of $G$, we can be sure that the height of the tree is greater than $m$.

Let us now suppose that $G$ has $m$ non-terminal symbols in its alphabet. If we find a parse tree generated by $G$ of width greater than $n^{m}$, then there must be some continuously descending path in the tree of length greater than $m$, and thus some non-terminal symbol must appear at least twice along this path (there being only $m$ symbols to choose from). Let us represent this situation by the diagram in Fig. 18-2.

The repeated non-terminal is called $A, S$ dominates a terminal string $w$, and so each non-terminal in the tree must also dominate some terminal string. Let $x$ be the terminal string dominated by the lower $A$, and $v x y$ the terminal string dominated by the upper $A$. ( $x$ must be a substring of this string since, by hypothesis, the lower $A$ is dominated by the upper $A$.) Let $u$ and $z$ be terminal strings dominated by $S$ to the left and right, respectively,
$w$


Figure 18-2
of vxy. This general situation must obtain whenever there is a repeated non-terminal along some path in a parse tree

But note that the lower subtree rooted by $A$ could have stood in the place in the tree where the upper $A$-rooted tree stands. The rules of $G$ are, after all, context free, so if it is possible to rewrite $A$ in one position ultimately to yield $x$, the same is possible in any position in which $A$ appears. Thus, the tree in Fig. 18-3 must also be generated by $G$.


Figure 18-3.

Further, the lower $A$ in Fig. 18-2 could have been rewritten as the upper
one was, to produce the tree shown in Fig. 18-4.


Figure 18-4.

Since we know that the derivation can be terminated by rewriting the lowest $A$, ultimately to give $x$, it follows that the string uvvxyyz must also be generated by $G$. The process just illustrated could, of course, be carried out any finite number of times; thus, $u v^{i} x y^{i} z$ is generated for all $i \geq 0$. We are now ready to state the Pumping Theorem for context free languages.

Theorem 18.1 If $L$ is an infinite context free language, then there is some constant $K$ such that any string $w$ in $L$ longer than $K$ can be factored into substrings $w=u v x y z$ such that $v$ and $y$ are not both empty and $u v^{i} x y^{i} z \in L$ for all $i \geq 0$.

Note that if $L$ is an infinite language then it is guaranteed to contain strings longer than any given constant $K$. What is $K$ ? It is a number which depends on the grammar for $L$ and which is big enough to ensure that any strings longer than $K$ have derivation trees with a repeated non-terminal along some path. There is always such a $K$ for any cfg since $G$ contains a finite number of non-terminal symbols, and there is some maximum to the degree of branching allowed on the right sides of rules.

What about the stipulation that $v$ and $y$ are not both empty? If they were, we could get from $A$ to $A$ on a branch of a derivation tree without generating any terminal symbols either to the left or right. This situation could arise, since rules of the form $A \rightarrow B, B \rightarrow C, C \rightarrow A$ are allowed in a cfg. However, not all the non-terminals in the grammar could appear only in rules of this form or else the grammar could not generate an infinite language. That is, there must be some non-terminal symbol $A$ which can be repeated along some path, i.e., $A \frac{\text { 类 }}{G} v A y$, such that not both $v$ and $y$ are empty, and further, such a non-terminal must appear in the derivation of any string longer than $K$.

Note that like the Pumping Theorem for fal's, this theorem is a conditional but not a biconditional. Given a language $L$, it is not particularly informative to find strings $u, v, x, y, z$ such that $u v^{i} x y^{i} z \in L$ for all $i \geq 0$. Rather, we use the theorem in its contrapositive form: if there do not exist strings $u, v, x, y, z$ such that..., then we can conclude that $L$ is not an infinite cfl. Let us see how this can be done in the case of the language $L=\left\{a^{n} b^{n} c^{n} \mid n \geq 0\right\}$.

Suppose $L$ were context free Since it is infinite, the Pumping Theorem must apply, and there would be some constant $K$ such that any string in $L$ longer than $K$-let us choose $a^{K} b^{K} c^{K}$, for example-would be factorable into uvxyz such that $v$ and $y$ are not both empty and the $v$ and $y$ are pumpable. We show that no such factorization can exist.

First, $v$ cannot consist of both $a$ 's and $b$ 's, because when it is pumped, it would produce strings containing $b$ 's before $a$ 's, which cannot be in $L$. Similarly, $v$ cannot consist of both $b$ 's and $c$ 's, and the same argument applies to the other pumpable term, $y$. Therefore, the only possibilities remaining are for $v$ to consist of just $a$ 's or just $b$ 's or just $c$ 's. Then no matter how we choose $y$, the result of pumping $v$ and $y$ simultaneously gives strings not in $L$. Suppose, for example, that $v$ consists of $a$ 's and $y$ of $b$ 's. Then on pumping $v$ and $y$ the $a$ 's and $b$ 's increase but not the $c$ 's, and we get strings not in $L$. The other cases are similar. We conclude that there is no choice of $u, v, x, y, z$ meeting the conditions of the Pumping Theorem for this language; therefore, $L$ is not context free.

### 18.4 Closure properties of context free languages

Given the class of context free languages (identical to the non-deterministic pda languages), we want to investigate whether this class is closed under
operations such as union, intersection, complementation, etc. We will see that unlike the fal's the cfl's are not so conveniently and tidily closed under all these operations
Union: Given two cfg's $G_{1}=\left\langle V_{N_{1}}, V_{T_{1}}, S_{1}, R_{1}\right\rangle$ and $G_{2}=\left\langle V_{N_{2}}, V_{T_{2}}, S_{2}, R_{2}\right\rangle$, we form grammar $G$ in the following way if the non-terminals of $G_{1}$ and $G_{2}$ are not disjoint sets, we make them so (by appending primes to every symbol of $G_{2}$, say). The start symbol of $G$ we take to be $S$, and $G$ contains, in addition to $R_{1}$ and $R_{2}$, the rules $S \rightarrow S_{1}$ and $S \rightarrow S_{2} \quad G$ is context free, and it generates $L\left(G_{1}\right) \cup L\left(G_{2}\right)$ since the start symbol may be either rewritten as $S_{1}$, whereupon $G$ behaves like $G_{1}$, or as $S_{2}$, whereupon $G$ behaves like $G_{2}$. A string $x \in\left(V_{T_{1}} \cup V_{T_{2}}\right)^{\times}$is generated by $G$ just in case it is generated by $G_{1}$ or by $G_{2}$ (or both) Since this method of construction is general (and, as the reader will have noted, quite similar to that used in showing that the fal's are closed under union; see Section 17.2), we conclude that the cff's are closed under union
Concatenation (or Set Product): The method of construction is similar to that for union except that instead of the two rules mentioned there we add to $G$ the single rule $S \rightarrow S_{1} S_{2}$. Thus, $G$ will generate all strings of the form $x y$ such that $x \in L\left(G_{1}\right)$ and $y \in L\left(G_{2}\right)$. Further, $G$ will generate only such strings, and, again, since the method of construction is general, we conclude that the cfl's are closed under concatenation
Kleene Star: Given $G=\left\langle V_{N}, V_{T}, S, R\right\rangle$, we construct $G^{*}$ as follows: The start symbol of $G^{*}$ is $S^{\prime}$, and $G$ contains, in addition to all the rules in $R$, the rules $S^{\prime} \rightarrow e$ and $S^{\prime} \rightarrow S^{\prime} S . G^{*}$ generates all strings in $(L(G))^{*}$ since by application of the rules rewriting $S^{\prime}, G^{\times}$produces strings $S^{n}$ for all $n \geq 0$. Each such $S$ can be rewritten to produce a string in $L(G)$, and $e$ is produced by the rule $S^{\prime} \rightarrow e$. Further, all strings in $(L(G))^{x}$ can be generated in this way. Thus, the cfl's are closed under Kleene star.
Problem: Why was it necessary to introduce the new start symbol $S^{\prime}$ ? Why not just add the rules $S \rightarrow S S$ and $S \rightarrow e$ ?
Intersection: The cfl's are not closed under intersection To see this, we note that the languages $\left\{a^{i} b^{i} c^{j} \mid i, j \geq 0\right\}$ and $\left\{a^{k} b^{l} c^{l} \mid k, l \geq 0\right\}$ are both context free. The former is generated by a grammar containing the rules:

$$
\begin{aligned}
&(18-5) S \rightarrow B C \\
& B \rightarrow a B b \\
& B \rightarrow e \\
& C \rightarrow c C \\
& C \rightarrow e
\end{aligned}
$$

and the grammar for the latter is similar The intersection of these two languages, however, is $\left\{a^{n} b^{n} c^{n} \mid n \geq 0\right\}$, which we proved above by the Pumping Theorem not to be a context free language

Recall in this connection what it means to say that a set is not closed under a certain operation. We have shown that the intersection of two cfl's is sometimes not a cfl It is not claimed that the result is never a cfl. Indeed, this could not be so, since the regular languages are necessarily cfl's, and since the regular languages are closed under intersection, the result is regular, hence, context free
Complementation: The cfl's are not closed under complementation. Given two cfl's $L_{1}$ and $L_{2}$ over some alphabet $\Sigma$, if their complements $L_{1}^{\prime}$ and $L_{2}^{\prime}$ (i e, $\Sigma^{\star}-L_{1}$ and $\Sigma^{\star}-L_{2}$, respectively) were context free, then so would be their union, $L_{1}^{\prime} \cup L_{2}^{\prime}$. The complement of this, in turn, $\left(L_{1}^{\prime} \cup L_{2}^{\prime}\right)^{\prime}$, would also be context free, but this is equal by DeMorgan's Laws to $L_{1} \cap L_{2}$, which is not necessarily context free. Hence, the complement of a cfl is not necessarily a cfl
Intersection with a Regular Language: Although the intersection of two arbitrary cfl's $L_{1}$ and $L_{2}$ is not in general a cfl, it happens that if one of the languages is restricted to being regular, then the intersection is always a cfl. A demonstration of this fact is somewhat in volved and depends on constructing a non-deterministic pda accepting $L_{1} \cap L_{2}$ out of a pda accepting $L_{1}$ and a finite automaton accepting $L_{2}$. (The non-closure of cfl 's under intersection implies that it is not in general possible to coalesce two non-deterministic pda's in this way.)

The closure of the cfl's under intersection with a regular language can be a convenience in showing certain languages not to be context free. For example, the language $L=\left\{x \in\{a, b, c\}^{*} \mid x\right.$ contains equal numbers of $a$ 's, $b$ 's, and $c$ 's $\}$, although not context free, resists application of the Pumping Theorem However, if $L$ is first intersected with the regular language $a^{*} b^{*} c^{*}$, the result is $\left\{a^{n} b^{n} c^{n} \mid n \geq 0\right\}$, which we have shown not to be context free. Now if $L$ were a cfl, its intersection with a regular language would also be a cfl; hence, $L$ is not context free.

### 18.5 Decidability questions for context free languages

Context-free languages differ from fal's also in respect to which questions can be answered by algorithm. For the fal's we saw that there were algorithms
for answering questions such as membership, emptiness, etc. We shall see that some of these questions have algorithmic solutions for the cfl's and some do not.

Membership: Given an arbitrary cfg $G$ and an arbitrary string $x$, is $x$ generated by $G$ ? One might propose an algorithm for answering this question of the following sort: Start producing derivations by $G$ in some systematic fashion, discarding any whose last lines are longer than $x$. This will be some finite number of derivations. If $x$ has not been generated by this point, it is not going to be

As matters stand, this algorithm might not be successful for two reasons: first, the grammar may contain rules of the form $A \rightarrow e$, which allows derivations to become shorter. Thus, we cannot be sure that we can stop examining derivations when their last lines reach the length of $\boldsymbol{x}$ A derivation might produce longer strings which then shrink to produce $x$ Second, because rules such as $A \rightarrow B, B \rightarrow C, C \rightarrow A$, etc might be present in the grammar, derivations might continue indefinitely without their final strings getting any longer This subverts our claim that we need to examine only a finite number of derivations to see if any generate $\boldsymbol{x}$. The proposed algorithm would work, however, if we could somehow contrive to remove all rules of both types from a cfg while leaving the generative power of the grammar unchanged. We will now show that this can in fact be done.

If there is a rule $A \rightarrow e$ in the grammar, this rule can be dispensed with if we add more rules to the grammar in the following way. Whenever $A$ appears on the right side of a rule we add another rule identical to it except that the $A$ on the right is deleted. For example, given rules $A \rightarrow e$ and $B \rightarrow c A b B a$, we would add the rule $B \rightarrow c b B a$. Now what would have been accomplished by application of the first two rules in sequence can be accomplished by the last rule alone. The original rule is of course preserved since there may be other rules expanding $A$. We continue in this way for every rule containing an $A$ on the right side, and repeat the process for every non-terminal which can be rewritten as $e$. (Note that if such a non-terminal appeared more than once on a right side, e.g., $B \rightarrow a A b A c$, we would add rules $B \rightarrow a b A c$, $B \rightarrow a A b c$, and $B \rightarrow a b c$.) This process must eventually come to an end since there are finitely many rules to begin with, there are a finite number of non-terminals, and a finite number of rules are added at each step. When we are done, we may remove all rules of the form $A \rightarrow e$ from the grammar since they are superfluous. The one exception is the rule $S \rightarrow e$, if it is present, which must be retained in order to generate the empty string as a member of
the language The presence of this rule will not interfere with the workings of our algorithm，however，since if there is a derivation of some non－empty string $x$ which involves one or more applications of the rule $S \rightarrow e$ ，there will also be，after carrying out the procedure just outlined，a derivation of $x$ which does not involve any applications of this rule Thus，we can produce an equivalent $c f g$ in which derivations are essentially non－shrinking．

What about rules of the form $A \rightarrow B$ ？These can be removed in the following way．Pick a rule of the form $A \rightarrow w$ ，where $w$ is something other than a single non－terminal symbol．（If there are no such rules，the grammar generates no terminal strings and the membership question is settled at once．）Now for each non－terminal $C$ distinct from $A$ ，determine whether $C \frac{\text { 类 }}{} A$ ，i．e，whether $C$ can be rewritten in some finite number of steps to give $A$ This can be done by examining all sequences $C, B_{1}, B_{2}, \ldots, B_{n}, A$ （where $B_{1}, B_{2}$ ，are single non－terminals）of length no more than the number of non－terminals in the grammar to see whether they are allowed by the grammar．The restriction on length of derivations is possible because if there is such a derivation with repeated symbols $C \Rightarrow \ldots \Rightarrow B_{i} \Rightarrow \ldots \Rightarrow$ $B_{i} \Rightarrow B_{j} \Rightarrow \quad \Rightarrow A$ then there is also a shorter one with the section between repetitions removed：$C \Rightarrow \ldots \Rightarrow B_{i} \Rightarrow B_{j} \Rightarrow \ldots \Rightarrow A$ ．Thus，the number of non－terminals fixes an upper bound on the length of such derivations， and we can effectively determine whether $C \frac{\text { 类 }}{} A$ ．If so，then we add the rule $C \rightarrow w$ to the grammar，and thus the derivation $C \frac{\text { 类 }}{\vec{c}} A \underset{\mathrm{c}}{\vec{~}} w$ can be replaced by the derivation $C \vec{\sigma} w$ directly．We continue this process for all rules of the form $A \rightarrow w\left(w \notin V_{N}\right)$ and all non－terminals distinct from $A$ ． When we have finished，all rules of the form $A \rightarrow B$ can be removed from the grammar without affecting the terminal strings generated．

Once all these steps have been carried out，the proposed algorithm for answering the membership question can be executed and is guaranteed to lead to an answer in a finite amount of time．No claim is made that this is particularly efficient way to answer the membership question，but we are not concerned with relative amounts of computational labor here－only with showing that the question can be answered in some finite amount of time by mechanical means．
Emptiness：Does an arbitrarily given cfg $G$ generate any strings at all？ There is an algorithm for answering this，the emptiness question，and it depends on the following observation．If $G$ generates any terminal strings，it generates some terminal string with a parse tree which has no non－terminals repeated along any path．Refer again to Fig．18－2 which we used in proving
the Pumping Theorem. If a parse tree for some terminal string has a repeated non-terminal $A$ along some path, the subtree rooted by the upper $A$ could be replaced by the subtree rooted by the lower $A$, and the result is also a parse tree for a terminal string generated by the grammar (cf. Fig. 18-3). Clearly all repeated occurrences of non-terminals could be removed in this way. Thus, in order to see whether $G$ generates any terminal strings, all we have to do is examine the finite number of parse trees which contain no repeated elements along any path. The exact number we need to look at will depend on the number of non-terminals in the grammar and the degree of branching allowed by the rules of $G$, but it will be finite If no terminal string has appeared as the yield of a tree by this point, none is ever going to appear. This answers the emptiness question.
Undecidable questions: Many problems concerning context free languages have no algorithmic solution. We cannot provide demonstrations of these facts here since they require results from Turing machine theory, which we have not yet examined. We will simply list some of the more important undecidable questions:
a. Given an arbitrary context free grammar $G$, there is no algorithm for determining:
(i) whether $L(G)=V_{T}^{*}$, i.e., whether $G$ generates all strings over the terminal alphabet
(ii) whether the complement of $L(G)$, i.e., $V_{T}^{*}-L(G)$, is empty, infinite, regular, or context free.
b. Given two arbitrary context free grammars $G_{1}$ and $G_{2}$, there is no algorithm for determining:
(i) whether $L\left(G_{1}\right) \subseteq L\left(G_{2}\right)$
(ii) whether $L\left(G_{1}\right)=L\left(G_{2}\right)$
(iii) whether $L\left(G_{1}\right) \cap L\left(G_{2}\right)=\emptyset$
(iv) whether $L\left(G_{1}\right) \cap L\left(G_{2}\right)$ is infinite, regular, or context free.

Recall that the lack of a single algorithm for deciding every one of an infinite class of cases does not preclude the possibility that for certain context free grammars these questions might be answerable. In fact, for all context free grammars which happen to be regular, there are algorithmic solutions to all of the above questions, as we saw in Section 17.3.1.

### 18.6 Are natural languages context free?

In Section 17.32 we showed that English could not be a regular language. Could it or any other natural language be context free? This question has attracted considerable attention in the years since Chomsky first outlined the hierarchical categorization of formal languages (1963). The prevailing view has been that natural languages are not context free. Attempts to demonstrate this have usually centered on finding instances of so-called "crossserial" dependencies of arbitrarily large size in some particular language. In a cross-serial dependency, items are linked in left-to-right order as shown in Fig 18.5


Figure 18-5.
(Compare this to the nested dependencies illustrated in Fig 17-17.)
A language such as $\left\{x x \mid x \in\{a, b\}^{*}\right\}$ exhibits cross-serial dependencies (for strings of length $2 n$ in the $i^{t h}$ and ( $\left.n+i\right)^{t h}$ symbols must match) and is not context free.

Pullum and Gazdar (1982) review the various attempts to establish that natural languages are not context free and find all of them either formally or empirically flawed. In the latter category are instances in which claims that certain forms are ungrammatical are unjustified and more probably involve semantic or pragmatic anomaly. A common formal mistake was to assume that because one has found a subset of a language which exhibits cross-serial dependency the language as a whole is thereby shown not to be context free. Note that the non-context free language $\left\{x x \mid x \in\{a, b\}^{*}\right\}$ is a subset of the context free (indeed, regular) language $\{a, b\}^{*}$.

Recently, however, evidence has appeared for the non-context freeness of Swiss German which seems unassailable on either formal or empirical grounds (Shieber, 1985). Swiss German, like its much studied cousin Dutch, allows cross-serial order in dependent clauses. Sentences like the following are grammatical:
(18-6) Jan säit das mer em Hans es huus hälfed aastriiche John said that we Hans-Dat the house-Acc helped paint "John said that we helped Hans paint the house"
(18-7) Jan säit das mer d'chind em Hans es huus lönd hälfe aastriiche John said that we the children - Acc Hans - Dat the house - Acc let help paint
"John said that we let the children help Hans paint the house."
The NP's and the V's of which the NP's are objects occur in cross-serial order: in (18-7) d'chind ("the children") is the object of lönd ("let"), em Hans is the object of hälfe ("help"), and es huus ("the house") is the object of aastriiche ("paint"). Furthermore, the verbs mark their objects for case: Hallfe requires dative case, while lönd and aastriiche require accusative Sentences in which the case marking does not follow this restriction are uniformly rejected by native speakers as ungrammatical. (Since case marking is unlikely to be accounted for semantically or pragmatically, this avoids the empirical trap mentioned above ) It also appears that there are no limits other than performance constraints on the length of such constructions in grammatical sentences of Swiss German. Shieber then intersects Swiss German with the regular language:
(18-8) $R=$ Jan säit das mer (d'chind)*(em Hans)* es huus haend wele (laa)* (hälfe)* aastriiche
John said that we (the children)* (Hans)* the house have wanted to (let)*(help)* paint
(Here the haend wele ("have wanted to") is present in order to put all the succeeding verbs in their infinitive forms. Schieber shows that this insertion does not affect grammaticality judgments.)

The result of intersecting $R$ and $S$ wiss German is all sentences of the following form:

where the number of nouns in the accusative case matches the number of
verbs requiring this case and similarly for the dative case, and all accusative case nouns (except the constant "es huus") precede all dative case nouns and all accusative-case marking verbs precede all dative-case marking verbs. The strings of this sublanguage of Swiss German are of the form $w a^{n} b^{m} x c^{n} d^{m} y$, which can be shown to be non-context free by the Pumping Theorem. Since the context free languages are closed under intersection with a regular language, this demonstrates fairly convincingly that Swiss German is not context free.

Note that the formal difficulty mentioned above has been avoided. The sublanguage of Swiss German shown to be non-context free is not merely a subset of the original but a subset obtained by intersection with a regular language The latter operation preserves context freeness while the operation of simply selecting a subset in general does not.

Attempts to arrive at the corresponding results for Dutch could not succeed because Dutch does not have verbs with differing case-marking properties which can occur in arbitrarily long cross-serial dependent clauses.

## Exercises

1. Construct context free grammars generating each of the following languages.
(a) $L_{1}=a^{n} b^{m} a^{n}(n, m \geq 1)$
(b) $L_{2}=a^{n} b^{n} a^{m} b^{m}(n, m \geq 1)$
(c) $L_{3}=\left\{x \mid x \in\{a, b\}^{*}\right.$ and $x$ contains twice as many $b$ 's as $\left.a^{\prime} s\right\}$
(d) $L_{4}=\left\{x x^{R} \mid x \in\{a, b\}^{*}\right\}$
(e) $L_{5}=\left\{x \in\{a, b\}^{*} \mid x=x^{R}\right\}$
2. Show that for every context free grammar there is an equivalent grammar in which all productions are of the form $A \rightarrow B C$ or $A \rightarrow a$ ( $A, B, C$ in $V_{N}, a$ in $V_{T}$ ). Such a grammar is said to be in Chomsky Normal Form (Chomsky, 1959).
3. Show by means of the Pumping Theorem that the following languages are not context free.
(a) $\left\{a^{n^{2}} \mid(n \geq 1)\right\}$
(b) $\left\{a^{n} \mid n\right.$ is prime (i.e., divisible only by 1 and by itself) $\}$
4. Given a language $L$ we define the reversal of $L$, denoted $L^{R}$, as $\left\{x^{R}\right\}$ $x \in L\}$, where $x^{R}$ is the reversal of $x$. Show that the context free languages are closed under reversal.
5. Construct a deterministic pda which accepts the language $(a b)^{n}(c d)^{n}$ for all $n \geq 1$. (The parentheses are not part of the language nor do they indicate optionality; they are used in the expression above only for grouping.)
6. Construct a deterministic pda which accepts every string of the form $x c$, where $x$ is a string of $a^{\prime} s$ and $b$ 's of length 0 or more in which the total number of $a$ 's is exactly equal to the total number of $b$ 's.
7. Construct a non-deterministic pda which accepts every string which is of the form $a^{n} b a^{n}$ or of the form $a^{2 n} b a^{n}$ for all $n \geq 1$
8. Is the union of the languages of two determinsitc pda's necessarily the language of some deterministic pda? Justify your answer.
9. Show by means of the Pumping Theorem for context free languages that $a^{i} b^{j} c^{\max (i, j)}$ is not context free, where $\max (i, j)$ is the larger of $i$ and $j$.

## Chapter 19

## Turing Machines, Recursively Enumerable Languages and Type 0 Grammars

### 19.1 Turing machines

We have seen that a pushdown automaton can carry out computations which are beyond the capability of a finite automaton, which is perhaps the simplest sort of machine able to accept an infinite set of strings. At the other end of the scale of computational power is the Turing machine (after the English mathematician, A. M. Turing, who devised them), which can carry out any set of operations which could reasonably be called a computation.

Like the previous classes of automata, a Turing machine can be visualized as having a control box, which at any point is in one of a finite number of states, an input tape marked off into squares with one symbol of the input string being inscribed on each square, and a reading head which scans one square of the input tape at a time. The Turing machine, however, can write on its input tape as well as read from it, and it can move its reading head either to the left or to the right. As before, a computation is assumed to begin in a distinguished initial state with the reading head over the leftmost symbol of the input string. We also assume that the tape extends infinitely to the left and right and that all tape squares not occupied by symbols of the input string are filled by a special "blank" symbol \#.

The moves of a Turing machine (henceforth, TM) are directed by a finite set of quadruples of the form $\left(q_{i}, a_{j}, q_{k}, X\right)$, where $q_{i}$ and $q_{k}$ are states, $a_{j}$ is a symbol of the alphabet, and $X$ is either an alphabet symbol or one of the special symbols $L$ or $R$. Such a quadruple is interpreted in the following way: if the TM is in state $q_{i}$ scanning $a_{j}$, then it enters state $q_{k}$ (possibly identical to $q_{i}$ ) and if $X$ is a symbol of the alphabet, it replaces $a_{j}$ by that symbol. If $X$ is $L$ or $R$, then $a_{j}$ is left unchanged and the reading head is moved one square to the left or right, respectively

In the formulation we shall adopt, TM's are assumed to be deterministic; ie., for each state and each alphabet symbol there is at most one move allowed. We do not insist that there be a move for every state-symbol pair (this is similar to the formulation of deterministic pda's), and so if the TM reaches a point in its computation at which no instruction is applicable, it halts.

We note that a TM may in general read and write the blank symbol \# and thus may extend its computation into portions of the tape beyond that originally occupied by the input string. Since it is not necessarily blocked by the \#'s surrounding the input, one possibility open to a TM, but not to fa's or pda's, is that it might compute forever. This is an important property of TM's, as we shall see.

For example:
(19-1) The set of states $K$ is $\left\{q_{0}, q_{1}\right\}$; the alphabet $\Sigma$ is $\{a, b, \#\}$; the initial state is $q_{0}$; the set of instructions $\delta$ is written with an arrow between left and right halves for clarity:

$$
\begin{aligned}
& \left(q_{0}, a\right) \rightarrow\left(q_{1}, b\right) \\
& \left(q_{0}, b\right) \rightarrow\left(q_{1}, a\right) \\
& \left(q_{0}, \#\right) \rightarrow\left(q_{1}, \#\right) \\
& \left(q_{1}, a\right) \rightarrow\left(q_{0}, R\right) \\
& \left(q_{1}, b\right) \rightarrow\left(q_{0}, R\right)
\end{aligned}
$$

This machine scans an input string from left to right, changing $a$ 's to $b$ 's and $b$ 's to $a$ 's, until it encounters the first \#. It then rewrites the \# as \#, changes state to $q_{1}$ and halts (since there is no instruction beginning $\left.\left(q_{1}, \#\right)\right)$ Since a \# is sure to be found eventually, this TM has the property of halting on all inputs. Note, however, that if it had also contained the instruction $\left(q_{1}, \#\right) \rightarrow\left(q_{1}, R\right)$, then it would compute forever once it had reached the string of \#'s to the right of the input. The same result could also be achieved by the instruction $\left(q_{1}, \#\right) \rightarrow\left(q_{1}, \#\right)$, except that instead
of scanning endlessly to the right, the TM would stay on one tape square forever reading and writing \#.
(19-2) Example of computation:


We have not designated the states of a TM as final or non-final. It would be perfectly feasible to do so and to define acceptance of an input string in terms of halting in a final state. It will be slightly more convenient, however, to say that a string is accepted if, when it is given to the machine in the standard starting configuration, it causes the TM to halt after some finite number of moves; otherwise, it is rejected (i.e., the TM never halts). In (19-3) we give a machine which accepts all strings in $\{a, b\}^{*}$ which contain at least one $a$ and which rejects, i.e., computes forever, when given anything else in $\{a, b\}^{*}$. (Note that we are here concerned only with strings in $\{a, b\}^{*}$ not $\{a, b, \#\}^{*}$. TM's are assumed always to be able to read and write the \# symbol, but we will ordinarily confine ourselves to strings over alphabets which do not contain \#. A TM which accepts some language in $\{a, b\}^{*}$ may give bizarre results when given a string not in this alphabet, but that doesn't matter. We are only concerned with its behavior when given inputs from
the relevant set )
(19-3) $M=\langle K, \Sigma, s, \delta\rangle ; K=\left\{q_{0}, q_{1}\right\} ; \Sigma=\{a, b, \#\} ; s=q_{0}$;

$$
\delta=\left\{\begin{array}{l}
\left(q_{0}, a\right) \rightarrow\left(q_{1}, R\right) \\
\left(q_{0}, b\right) \rightarrow\left(q_{0}, R\right) \\
\left(q_{0}, \#\right) \rightarrow\left(q_{0}, R\right) \\
\left(q_{1}, a\right) \rightarrow\left(q_{1}, R\right) \\
\left(q_{1}, b\right) \rightarrow\left(q_{1}, R\right)
\end{array}\right\}
$$

This machine scans left to right and stays in state $q_{0}$ so long as it sees $b$ 's. Once it encounters an $a$, it changes to state $q_{1}$ and continues rightward in this state until the first \# and then halts It if meets the first \# in state $q_{0}$, it scans right forever

### 19.1.1 Formal definitions

Definition 19.1 A Turing machine $M$ is a quadruple $\langle K, \Sigma, s, \delta\rangle$, where $K$ is a finite set of states, $\Sigma$ is a finite set (the alphabet) containing \#, $s \in K$ is the initial state, and $\delta$ is a (partial) function from $K \times \Sigma$ to $K \times(\Sigma \cup\{L, R\})$.

A situation of a TM will be a quadruple of the form $(x, q, a, y)$, where $q$ is the current state, $a$ is the symbol being scanned, and $x$ and $y$ are the strings to the left and right, respectively, of the reading head up to the beginnings of the infinite strings of \#'s. This last provision is necessary to insure that a situation is uniquely specified. The TM in (19-2) is in situation ( $e, q_{0}, a, b a$ ) at the beginning of the computation and in $\left(b a b, q_{1}, \#, e\right)$ when it halts.

Definition 192 A situation of a $T M M=\langle K, \Sigma, s, \delta\rangle$ is any member $(x, q, a, y)$ of $\Sigma^{*} \times K \times \Sigma \times \Sigma^{*}$ such that $x$ does not begin with \# and $y$ does not end with \#.

We omit the formal definition of the produces-in-one-step relation, $\vdash_{M}$, on pairs of situation since it is rather complex when specified in full detail. Note that one must allow for cases such as the following: the TM is in situation ( $a b b, q, \#, e$ ), as shown in Fig 19-1, and executes the instruction $(q, \#) \rightarrow\left(q^{\prime}, L\right)$. The resulting situation is ( $a b, q^{\prime}, b, e$ ), as in Fig. 19-2, where the \# originally being scanned has joined the infinite string of \#'s to the right and has thus dropped out of the formal specification of the situation.

In a similar vein, if the instruction had been $(q, \#) \rightarrow\left(q^{\prime}, R\right)$, the resulting situation would be ( $a b b \#, q^{\prime}, \#, e$ ) with a \# taken from the string of \#'s to the right and placed under the reading head.


Figure 19-1.


Figure 19-2.

Given the produces-in-one-step relation, we define the produces relation, $\left.\right|_{M} ^{*}$ as its reflexive transitive closure.

Definition 193 Given a $T M M=\langle K, \Sigma, s, \delta\rangle$ and $\Sigma_{1}$, a subset of $\Sigma$ which does not contain \#, we say that $M$ accepts a string $x=a_{1} a_{2} \ldots a_{n} \in \Sigma_{1}^{*}$ iff $\left(e, s, a_{1}, a_{2} \ldots a_{n}\right) \stackrel{M}{M}_{*}^{*}\left(y, q, b, y^{\prime}\right)$, where $y$ and $y^{\prime}$ are strings in $\Sigma^{\star}, b \in \Sigma$, and there is no instruction in $\delta$ beginning ( $q, b$ ) (i.e, $M$ has halted). (In case $x=e$, the initial situation is $(e, s, \#, e)$ )

Definition 19.4 A $T M M$ accepts a language $L \in \Sigma_{1}^{*}$ iff $M$ accepts all strings in $L$ and rejects (i.e., fails to halt on) all strings not in $L$.

Note that we have defined acceptance so that it holds only of strings and languages defined over alphabets not containing \#. This is primarily a technical convenience.

Definition 195 We say that a language is Turing acceptable iff there is some TM which accepts it.

In virtue of Example (19-3) above, we can say that the language $L=\{x \in$ $\{a, b\}^{*} \mid x$ contains at least one $\left.a\right\}$ is Turing acceptable In fact, all the regular languages and the deterministic and non-deterministic pda languages are Turing acceptable. (It should not be too difficult to imagine how one would go about constructing a TM to mimic the behavior of a fa or a pda) Are there any languages, then, which are not Turing acceptable? There are, but it is not easy to exhibit one. We will return to this important question below

We have seen that a given TM might not halt on certain inputs-indeed, we make use of this property in characterizing rejection of an input string. But this presents us with a problem Suppose we have set a TM to computing on some input and it has not yet halted. Can we tell in general whether it is going to halt eventually or whether it is going to compute forever? This is the renowned Halting Problem for Turing machines, and we will show in a later section that there is, in general, no way to tell-at least if we mean by "a way to tell" some explicit procedure which can be computed mechanically by, say, a Turing machine. Another way to formulate the Halting Problem is this: Could we take any TM which accepts a language $L$ and convert it into a machine which halts on all inputs (over the relevant alphabet) and signals its acceptance or rejection of the input by, say, the state it is in (or some special symbol printed on the tape, etc.)? Let us, in fact, make the following definition:

Definition 19.6 A TM $M=\langle K, \Sigma, s, \delta\rangle$ with some designated set $F \subseteq K$ of final states, decides a language $L \subseteq \Sigma_{1}^{*}$, (where $\Sigma_{1} \subseteq \Sigma$ and does not contain \#) iff for all $x \in \Sigma_{1}^{*}, M$ halts in a final state if $x \in L$ and $M$ halts in a non-final state if $x \notin L$.

Definition 19.7 We say that a language is Turing decidable iff there is some TM which decides it, in the sense just defined.

It is not difficult to convert the TM of Example (19-3) above into one which decides, rather than accepts, the language $L=\left\{x \in\{a, b\}^{*} \mid x\right.$ contains at least one $a\}$-simply remove the instruction $\left(q_{0}, \#\right) \rightarrow\left(q_{0}, R\right)$ and designate $q_{1}$ as the only final state. The question is whether such a conversion can always be carried out. If so, then every Turing acceptable language is Turing
decidable and, provided that the conversion can be carried out "mechanically", i.e., algorithmically, the Halting Problem is solvable Since this turns out not to be so, we will have to conclude that there are Turing acceptable languages which are not Turing decidable. Again, most of the languages one ordinarily encounters as examples in formal language theory are Turing decidable, so one must look further afield to find one which is not

Note that the implication in the opposite direction is easy to establish: every Turing decidable language is Turing acceptable. Given a TM which decides a language $L$, it is a simple matter to convert it into a TM which computes forever just in case the original machine would have halted in a non-final state. (Just add instructions which rewrite symbols as themselves while staying in the same state).

Turing machines are probably most often viewed not as language acceptors but as devices which compute functions. The initial input string is the argument for the function, and the expression on the tape when the machine halts (if it halts) is taken to be the value of the function at that argument. For example, the TM of (19-1) computes the function $f:\{a, b\}^{*} \rightarrow\{a, b\}^{*}$ such that when $f(u)=v, v$ is like $u$ with $a$ 's and $b$ 's interchanged. If the TM does not halt for a certain input, the function is not defined at that argument. Thus, TM's in general compute partial functions, but a TM which halts for all inputs in some set $A$ computes a total function from $A$ to its range. A TM which decides a language $L \subseteq \Sigma_{1}^{\star}$, in the sense just defined, computes the characteristic function of $L$. A TM which accepts $L$ computes a different function-one which is defined for all strings in $L$ and undefined for all other strings in $\Sigma_{1}^{*}$

By coding natural numbers as strings-say, in binary or in a unary encoding in which $n$ a's represent the natural number $n$-we can let TM's serve a computers of functions from natural numbers to natural numbers. We can then ask whether functions such as $f(x)=x^{2}$ or $f(x)=x!$ are computable by Turing machine (they are, in fact, as are most of the functions ordinarily encountered). We can generalize this approach to functions of $k$ arguments by letting the initial string given to the TM be, say, $k$ blocks of $a$ 's of appropriate size separated by \#'s. The TM which computes the addition function on natural numbers, for example, would start with...$\# \# a^{n} \# a^{m} \# \# \ldots$ on its tape and end with $\ldots \# \# a^{n+m} \# \# \ldots$

Functions which are computable by Turing machine are called partial recursive functions (partial, because the TM may not halt for all arguments and thus may leave some values of the function undefined). The Turing
computable functions which happen to be total functions ought to be called "total recursive functions," but aren't. They're called simply recursive functions. A recursive function, thus, is a function which can be computed by a Turing machine which halts on all inputs in the domain of the function

A TM may also be regarded as a device for generating, rather than accepting or deciding, a set of strings Let a TM be given as input some encoding of a natural number (say, $n a$ 's representing $n$ ) and let it compute until it halts, if it does. The contents of its tape between the infinite strings of \#'s is some string over the alphabet of the TM (which may contain more than $a^{\prime} s$, of course), and this string is said to be generated by the TM. The set of all such strings generated, given all the natural numbers as inputs; is said to be the set recursively enumerated by the TM. A set is said to be recursively enumerable (abbreviated re) if there is some TM which recursively enumerates it in the way just described

It turns out that a set of strings is r.e. just in case it is Turing acceptable. That is, if $A$ is recursively enumerated by some TM $T$, there is a TM $T^{\prime}$ which accepts $A$, and conversely. (We will omit the proof of this result.)

Note also that a set which is recursively enumerated constitutes the range of a partial recursive function from the natural numbers to the set of all strings over the alphabet of $A$. In fact it is inessential here that the domain be the natural numbers-any denumerably infinite set would do. Thus, we can say that a set is recursively enumerable if it is the range of some partial recursive function. The following three statements, therefore, are equivalent:
(19-4) (i) $A$ is accepted by some TM
(ii) $A$ is the range of some partial recursive function.
(iii) $A$ is recursively enumerated by some TM.

### 19.2 Equivalent formulations of Turing machines

There are many ways in which Turing machines can be defined which turn out to be equivalent in computational power. The input tape can be stipulated to be infinite in one direction only, or the machine can be endowed with any finite number of tapes which extend infinitely in one or both directions, or the machine may have one multiple-track tape with multiple reading heads. It may even be regarded as operating on an $n$-dimensional grid extending infinitely in all dimensions, so long as $n$ is a finite number.

Even making a TM non-deterministic does not change its capabilities in any essential way Suppose a non-deterministic TM had $k$ distinct moves allowed from any given situation. Then from the initial situation there could be at most $k$ possible situations after one step, at most $k^{2}$ after two steps, ., at most $k^{n}$ after $n$ steps of the computation. A deterministic TM could keep track of all of these (at some expenditure of tape and time) If there is a halted computation by the non-deterministic machine, it occurs in some finite number of steps $r$. The deterministic machine will therefore discover this fact after having examined at most $k^{r}$ possible situations-again, a finite number-and can then halt. A language accepted by some non-deterministic TM can therefore be accepted by a deterministic TM.

What seems to be essential to the formulation of a Turing machine, therefore, is that it has a finite number of states, a finite alphabet, a finite number of instructions, and an unbounded amount of computational space available to it.

### 19.3 Unrestricted grammars and Turing machines

An unrestricted (or Type 0 ) grammar $G=\left\langle V_{T}, V_{N}, S, R\right\rangle$ is one in which the only limitation on the form of the rules is that the left side contain at least one non-terminal symbol. Thus, letting upper case letters be non-terminals and lower case letters be terminals as usual, $a A b b \rightarrow b a, a A b B \rightarrow e$, and $A \rightarrow b C a B$ would all be allowed rules in such a grammar. Rules such as $a b \rightarrow b a, b \rightarrow B A$, or $e \rightarrow a A$ would be excluded Note that because more than one symbol may be replaced in Type 0 rules, it is in general not possible to associate a phrase structure tree with a derivation in such a grammar.

Type 0 grammars can generate languages which are not context free Here, for example, is an unrestricted grammar generating $\left\{x \in\{a, b, c\}^{*} \mid x\right.$ contains equal numbers of $a$ 's, $b$ 's, and $c$ 's $\}$ which, as we have seen, is not a cfl
(19-5) $G=\langle\{a, b, c\},\{S, A, B, C\}, S, R\rangle$, where

$$
R=\left\{\begin{array}{lll}
S \rightarrow S A B C & A C \rightarrow C A & A \rightarrow a \\
S \rightarrow e & C A \rightarrow A C & B \rightarrow b \\
A B \rightarrow B A & B C \rightarrow C B & C \rightarrow c \\
B A \rightarrow A B & C B \rightarrow B C &
\end{array}\right\}
$$

This grammar works by producing strings of the form $(A B C)^{n}$ then permuting non-terminals freely by means of the rules $A B \rightarrow B A$, etc. Finally,
non-terminals are rewritten as the corresponding terminals. Here is a derivation of cabbca
(19-6) $S \Rightarrow S A B C \Rightarrow S A B C A B C \Rightarrow A B C A B C \Rightarrow A C B A B C \Rightarrow$ $C A B A B C \Rightarrow C A B B A C \Rightarrow C A B B C A \Rightarrow \ldots \Rightarrow c a b b c a$

And here is a Type 0 grammar generating the non-context free language $\left\{x x \mid x \in\{a, b\}^{*}\right\}$ :
(19-7) $G=\left\langle\{a, b\},\left\{S, S^{\prime}, A, B, \#\right\}, S, R\right\rangle$, where

$$
R=\left\{\begin{array}{lll}
S \rightarrow \# S^{\prime} \# & A a \rightarrow a A & \# a \rightarrow a \# \\
S^{\prime} \rightarrow a A S^{\prime} & A b \rightarrow b A & \# b \rightarrow b \# \\
S^{\prime} \rightarrow b B S^{\prime} & B a \rightarrow a B & A \# \rightarrow \# a \\
S^{\prime} \rightarrow e & B b \rightarrow b B & B \# \rightarrow \# b \\
& & \# \# \rightarrow e
\end{array}\right\}
$$

Here is a derivation of abaaba:
(19-8) $S \Rightarrow \# S^{\prime} \# \Rightarrow \# a A S^{\prime} \# \Rightarrow \# a A b B S^{\prime} \# \Rightarrow \# a A b B a A S^{\prime} \Rightarrow$ \#aAbBaA\# $\Rightarrow$ \#abABaA\# $\Rightarrow$ \#abAaBA\# $\Rightarrow$ \#abaABA\# $\Rightarrow$ $a \# b a A B A \# \Rightarrow a \# b a A B \# a \Rightarrow \ldots \Rightarrow a b a \# \# a b a \Rightarrow a b a a b a$

This grammar works by generating sequences of $a A$ 's and $b B$ 's between \#'s as endmarkers and then letting the non-terminals migrate to the right, where they can hop over the \# and become terminals. The terminals in the left half similarly hop over the left end marker, and when the two \#'s meet in the middle they are erased

The languages generated by the Type 0 grammars are exactly the languages accepted by Turing machines, i.e, the re. sets. We will not give detailed proofs of this equivalence here but will simply suggest how the proofs are constructed

Given a Type 0 grammar $G$ generating $L(G)$ a TM $M$ accepting $L(G)$ can be constructed as follows. $M$ is non-deterministic and has two tapes. Its input is given on the first tape where it is stored intact throughout the computation. The instructions of $M$ essentially mimic the rules of $G$ The initial symbol $S$ is placed on the second tape, and $M$ proceeds to rewrite as $G$ would After the application of each rule, $M$ compares the contents of the second tape with the input on tape 1 . If they match, $M$ halts, and thus accepts its input. If they do not match, $M$ continues applying rules of $G$ to
the string on tape 2 , and if no rule is applicable, $M$ cycles endlessly in some fashion. Clearly, if there is a derivation of the input string by $G$, there will be some computation by $M$ which discovers this fact and thus $M$ will halt and accept If there is no such derivation, $M$ computes forever, as required.

The simulation in the reverse direction-making a Type 0 grammar mimic a Turing machine-depends essentially on the fact that a situation of a TM can be regarded simply as a finite string of symbols and that to get from one situation to the next, some substring of these symbols is rewritten as some other string. For example, a TM instruction of the form $(q, a) \rightarrow\left(q^{\prime}, b\right)$ would correspond to the grammar rule $q a \rightarrow q^{\prime} b$ Thus, situation ( $a a b, q, a, b b$ ) becomes ( $a a b, q^{\prime}, b, b b$ ) in one move by the machine, and, correspondingly, the string $a a b q a b b$ is rewritten as $a a b q^{\prime} b b b$ by the grammar. Left-moving and right- moving TM instructions require somewhat more complicated grammar rules to cover all possibilities The details are tedious and not too instructive Now, given a TM $M$ which accepts language $L(M)$, we first convert it to a machine $M^{\prime}$ which behaves like $M$ up to the point at which $M$ would halt $M^{\prime}$, however, replaces all non-blank symbols on its tape by \#'s, then writes $S$, and halts in some designated state $q_{1}$ Thus, $M^{\prime}$ accepts $L(M)$ also but does so in such a way that it always halts in situation $\left(e, q_{1}, S, e\right)$.

We now construct $G$ so that it simulates the moves of $M^{\prime}$ in reverse. The initial symbol of $G$ is $S^{\prime}$, and it first rewrites $S^{\prime}$ as $q_{1} S$ Then, mimicking the moves of $M^{\prime}$ in reverse it can arrive at the string $q_{0} x$, where $q_{0}$ is the initial state of $M^{\prime}$ and $x$ was the input accepted. Now all $G$ has to do is to erase $q_{0}$, thereby generating $x$. The only complication here is that we don't want to erase $q_{0}$ unless it is part of an initial situation of $M^{\prime}$; i.e., $q_{0}$ might be entered at other points in the computation by $M^{\prime}$, and we don't want to erase it in these cases This difficulty can be taken care of by adding new states to $M^{\prime}$ to insure that once it has left its initial state $q_{0}$ it never enters it again in the course of any computation. With this repair, the grammar $G$ generates exactly the strings accepted by $M^{\prime}$ (and $M$ ). Thus, we can add a fourth equivalent statement to those given in (19-4) above:
(iv) $A$ is generated by some unrestricted grammar

### 19.4 Church's Hypothesis

An algorithm is a fixed, deterministic procedure which can be applied mechanically to yield a result within a finite amount of time. For example,
there is an algorithm for finding the square root of any positive number to any desired number of decimal places. Algorithms are normally designed to apply to a class of problems, not to a single problem The algorithm for finding square roots can be applied in the same way to any positive number-we do not have to hunt for a new procedure for every case

Some classes of problems do not have algorithmic solutions. There is no algorithm, for example, for supplying proofs for theorems of geometry. To find a proof for a given theorem often requires some ingenuity, skill, and even luck, whereas algorithms, by definition, demand only simple clerical abilities.

The definition of algorithm given above is not mathematically precise, relying as it does on such intuitive notions as "mechanical." In the 1930's, a number of attempts were made to find a precise, formal characterization of the notion of algorithm as applied to mathematical problems The Turing machine was the result of one such attempt It is clear that a Turing machine satisfies our intuitive notion of what an algorithm should be; a TM which computes a function, for example, determines the value at any agrument in a fixed, deterministic, mechanical way and in a finite amount of time. The question then arises whether all things which we would intuitively call algorithms can be formulated as Turing machines. The conjecture that this is indeed the case has been given the name Church's Thesis or Church's Hypothesis (after the logician Alonzo Church). It is not a theorem, since it relates a mathematical construct--the Turing machine-to an intuitive, imprecise notion-an algorithm. It is nonetheless widely believed to be correct. The evidence in its favor arises basically from the fact that all independent attempts to characterize the notion of algorithm by mathematicians such as Kleene, Post, Markov, Church, and others turned out to be equivalent to the Turing machine. Rogers (1967) calls this the Basic Result in Recursive Function Theory:

The classes of partial functions (and hence total functions) obtained by the characterization of Turing, Kleene, Church, Post, Markov, and certain others, are identical, ie, are just one class.

Further support for Church's Hypothesis comes from the fact that modifications and enrichments to the definition of a Turing machine which keep intact our view of it as a mechanical computing device with a finite number of states and instructions but with a potentially unlimited amount of space for computation, always produce an equivalent device.

These results suggest that the characterizations are not purely arbitrary but do in fact define a natural concept, i.e, sets which are recognizable, or functions which are computable, by algorithm If we accept Church's Hypothesis, then, we may add a fifth equivalent statement to the list in (19-4) above.
(v) There is an algorithm for recognizing strings in $A$.

### 19.5 Recursive versus recursively enumerable sets

A Turing machine which accepts a set $A$ halts eventually whenever given a member of $A$ as input but fails to halt when given a non-member of $A$. If we accept Church's Hypothesis, this means that an algorithm may work in such a way that it yields an answer in a finite amount of time for all members of a particular class but may yield no result for things not in the class. It may happen, however, that there exist algorithms for recognizing not only all members of $A$ but also one for recognizing all members of $\Sigma^{x}-A$, i e., the complement of $A$. When this is so, $A$ is called a recursive set. To state the definition formally in terms of Turing machines, a set $A$ is recursive iff both $A$ and $A^{\prime}$ are recursively enumerable ( $=$ Turing acceptable). It now follows that the recursive sets are just the Turing decidable languages defined above. Recall that a language is Turing decidable if there is some TM which halts on all inputs over the relevant alphabet and signals whether or not the input was in the language. As we have seen, it is a simple matter to convert a TM which decides $L$ into one which accepts $L$ (or into one which accepts $L^{\prime}$ ) by causing it to compute forever on negative outcomes. Conversely, if we were given two TM's, one accepting $L$ and one accepting $L^{\prime}$, we could construct a TM for deciding $L$ by having it simply alternate the instructions of the two machines on two copies of the input One of these will eventually halt, since by assumption both $L$ and $L^{\prime}$ are Turing acceptable, and then our composite machine can signal whether the input was in $L$ or $L^{\prime}$. Thus it decides $L$.

Analogous remarks could be made about computation of functions rather than recognition of sets. The functions which are algorithmically computable are, by Church's Hypothesis, just the parital recursive functions. If the function is properly partial and not total, the algorithm will yield no value at arguments for which the function is not defined If the function is total, however, the algorithm yields a value at each argument As we have seen, a TM which decides a language in effect computes the characteristic function of
that language. The recursive sets, then, are just those which have recursive characteristic functions. The recursively enumerable sets have characteristic functions which are partial recursive functions. We may summarize our statements about recursive sets as follows:
(19-9) The following statements are equivalent:
(i) $A$ is a recursive set
(ii) $A$ is Turing decidable
(iii) Both $A$ and $A^{\prime}$ are recursively enumerable
(iv) A has a characteristic function which is (total) recursive.

We do not yet officially know, of course, whether there are actually any r.e sets which are not recursive. We turn our attention to this matter in the next section.

### 19.6 The universal Turing machine

Since a Turing machine is defined as a finite set of quadruples together with a designated initial state (the set of states and the alphabet are implicit in the quadruples), it is possible to enumerate all possible Turing machines To be somewhat more explicit, we might code the states and alphabet symbols as sequences of 1 's and separate them by 0 's. A complete coding for a Turing machine might, then, look something like this:
We might also agree on a fixed order of listing the quadruples so that each TM has a unique representation in this coding scheme. We could now enumerate TM's by listing them with machines with the smallest number of quadruples first in increasing order according to their encodings interpreted as a binary number. Thus we have a one-to-one correspondence between TM's and the natural numbers. (Incidentally, this fact shows us that there must be languages which are not Turing acceptable simply by considering the cardinalities of the sets involved. Given a finite alphabet $A$, there are $\aleph_{0}$ strings in $A^{*}$. There are $2^{\aleph_{0}}$ subsets of $A^{*}$, i.e., languages over the alphabet A. By Cantor's Theorem, $2^{K_{0}}>\aleph_{0}$ and since there are only $\aleph_{0}$ Turing machines, there is an uncountable infinity of languages over any given alphabet which are not Turing acceptable.)


Figure 19-3

Let us also assume that input strings are encoded into 1 's and 0 's in some fixed fashion. We may also assume without loss of generality that whatever output a TM leaves on its tape can also be encoded into 1 's and 0 's. Let us denote by $E(M)$ an encoding of a Turing machine $M$ and by $E(x)$ the encoding of an input string $x$. It now turns out that there is a TM $U$, the universal Turing machine, which can take as input $E(M) E(x)$ and mimic the behavior of $M$ on $x$. That is, if $M$ halts on $x, U$ halts given $E(M) E(x)$ and leaves on its tape an encoding of whatever output $M$ would have left when it halted; if $M$ does not halt on $x$, then $U$ does not halt on $E(M) E(x)$

We will not attempt to give the construction of $U$ here, but it can be thought of as a three-tape machine which keeps on its tapes (1) the encoded instructions of $M$, (2) an encoded version of the non-blank portion of the tape $M$ would have at each point in its computation, and (3) an encoded representation of the current state. $U$ consults tape 3 for the current state, examines tape 2 to see which symbol is under the reading head (of $M$ ) and then consults tape 1 to find the instruction beginning with that state and symbol. If none is found, $M$ would have halted, and $U$ halts. If one is found, $U$ makes the appropriate changes to tape 2 , changes the state on tape 3 and repeats the cycle.

To dispel any possible air of mystery surrounding the universal Turing machine, let us point out that simulating the moves of any given TM on any given input tape falls under the class of procedures which can be carried out in purely mechanical fashion. (Think what would be involved if you were asked to carry out this task yourself.) It is therefore executable by a

Turing machine. The universal character of the machine arises from the fact that all Turing machines and input tapes are given an encoding over a fixed alphabet (here, 1's and 0's, although any convenient alphabet would do). Thus $U$ needs to be programmed only to find instructions and carry them out on tapes all coded in the same way.

Another way of formulating what we have just said is that the language $\{E(M) E(x) \mid M$ accepts $x\}$ is Turing acceptable. This is a language over the alphabet $\{1,0\}$, and it is accepted by the Turing machine $U$ (actually, a slight variant of $U$ which first checks to see if the string which it has received as input is in fact of the right form to be a TM encoding followed by a string encoding; this again is an easily arranged mechanical procedure )

### 19.7 The Halting Problem for Turing machines

We are now ready to address the problem mentioned above, namely, the problem of deciding for an arbitrarily given TM and an arbitrarily given input string whether the TM will ever halt on that input. Given our method of encoding TM's and input strings, it is easy to state the halting problem in terms of Turing acceptable and Turing decidable languages. We have just seen that the language
(19-10) $L=\{E(M) E(x) \mid M$ accepts $x\}$
is a Turing acceptable language. Thus, in order to determine whether $M$ halts given $x$, simply give the encoding of $M$ and the encoding of $x$ to (modified) $U$. If $M$ halts on $x, U$ will also But now if $M$ does not halt on $x, U$ doesn't halt either. We want to know if there is some way to tell that $M$ will not halt on $x$ when that is the case. In other words, is $L$ Turing decidable? Is there some TM which will halt and say yes if $M$ halts on $x$, and will halt and say no when $M$ does not halt on $x$ ?

We will show that this cannot be the case. Assume $L$ is Turing decidable by some $\mathrm{TM} M_{L}$. Since $L$ is decidable for all $E(M)$ and $E(x)$, it will be decidable in the special case in which $x$ happens to be $E(M)$ itself. It may seem strange to give a Turing machine its own encoding as an input tape, but since this encoding is just a long string of 1 's and 0 's, there is nothing in principle to prevent us from doing so That is, the following language $L_{1}$ is Turing decidable if $L$ is:
(19-11) $L_{1}=\{E(M) \mid M$ accepts $E(M)\}$

It would in fact be decided by a TM $M_{1}$ which first encodes its input and copies it directly to the right of the original and then behaves like $M_{L}$

But now, since $L_{1}$ is decidable, it follows that its complement is decidable and hence, Turing acceptable; i.e., there is a TM, call it $M^{\times}$, which accepts $L_{1}^{\prime}$.
(19-12) $L_{1}^{\prime}=\left\{x \in\{0,1\}^{*} \mid x\right.$ is not a TM encoding, or else $x$ is the encoding of a TM $T$ and $T$ does not accept $E(T)$ (i.e, $x)\}$

We now ask whether the encoding of $M^{*}$ itself is in $L_{1}^{\prime}$; that is, is $M^{*}$ a machine which does not accept its own encoding as input?

First case: $E\left(M^{*}\right) \in L_{1}^{\prime}$. Then $E\left(M^{\star}\right)$ is one of the strings accepted by $M^{\times}$, by the assumption that $M^{*}$ accepts $L_{1}^{\prime}$. So $M^{\star}$ accepts $E\left(M^{\times}\right)$. But because $E\left(M^{*}\right) \in L_{1}^{\prime}$, it is the encoding of a Turing machine which does not accept its own encoding, i e., $M^{*}$ does not accept $E\left(M^{*}\right)$. Contradiction

Second case: $E\left(M^{*}\right) \notin L_{1}^{\prime}$. Then $E\left(M^{*}\right)$ is not a string accepted by $M^{*}$, by the assumption that $M^{*}$ accepts $L_{1}^{\prime}$. So $M^{*}$ does not accept $E\left(M^{*}\right)$. Therefore, $M^{*}$ is a TM which does not accept its own encoding; therefore $E\left(M^{*}\right)$ is a member of $L_{1}^{\prime}$. Contradiction.

Since $E\left(M^{*}\right)$ must either be in $L_{1}^{\prime}$ or not in $L_{1}^{\prime}$, and either assumption leads to a contradiction, we conclude that there is no such machine as $M^{*}$; thus, $L_{1}^{\prime}$ is not Turing acceptable (our first example of a set of this sort). But the Turing acceptability of $L_{1}^{\prime}$ was implied by its Turing decidability, which in turn was implied by the Turing decidability of $L_{1}$ Therefore, we conclude that $L_{1}$ cannot be Turing decidable after all. Finally, $L_{1}$ 's Turing decidability was implied by the assumed Turing decidability of $L$. Thus, we conclude that $L$ is not Turing decidable, and the Halting Problem for Turing machines is not decidable by Turing machine; hence, given Church's Hypothesis, not decidable by algorithm

Note that in the process of proving the undecidability of the Halting Problem, we have exhibited a set which is not Turing acceptable (namely, $L_{1}^{\prime}$ ) and sets which are Turing acceptable but not Turing decidable (namely, $L$ and $L_{1}$ ). We can thus state the following:

Theorem 19.1 There are sets which are not recursively enumerable.

Theorem 19.2 There are sets which are recursively enumerable but not recursive.

As we have seen, these are not ordinary garden variety sets. The latter are exemplified by the set of all encodings of TM's which accept their own encodings as input; the former by the set of all Turing machines (in encoded form) which do not accept their own encodings as input However, having established a foothold in this territory we can use these sets to discover others of their class We may also use the undecidability of the TM Halting Problem to prove that other problems are undecidable as well. For example, we will show the following problem for Turing machines to be undecidable: Problem: For an arbitrarily given TM $M$, does $M$ halt given $e$, the empty string, as input?
We first express the problem as a language:
(19-13) $L_{2}=\{E(M) \mid M$ accepts $e\}$
and ask whether there is a TM $M_{2}$ which decides this language. We show that there is not, and the proof technique is to show that if such a machine existed then it could be modified to produce a machine which decides the Halting Problem Since the latter cannot exist, neither can $M_{2}$.

Suppose we have $M_{2}$, which by hypothesis decides $L_{2}$. We show how to use $M_{2}$ to construct a machine $M$, which decides $L$, where $L$ is the language of the Halting Problem:
(19-14) $L=\{E(M) E(x) \mid M$ accepts $x\}$

First of all, for any given TM $M$ and any given input string $x$, one can modify $M$ so that if it is started on the empty tape it will first write $x$ on it and then proceed as $M$ would have, given $x$. Call this modified machine $M_{\boldsymbol{x}} . M_{\boldsymbol{x}}$ first checks to see if its input is the empty tape. (If not, it runs forever in some fashion.) If so, it writes $x$ (a finite string, so this is done by some finite set of instructions added to $M$ ) and then positions its reading head for the start of a computation and executes the moves of $M$ thereafter.

Now if we assume that we have a machine $M_{2}$ which decides $L_{2}$, then it will work, in particular, if it is given the encoding of any machine $M_{x}$
constructed in the way just described. ( $M_{2}$ works for any TM encoding; it will work if that encoding happens to be the encoding of $M_{x}$.) But notice that $M_{x}$ accepts $e$ just in case $M$ accepts $x$. That is, $M_{x}$ halts, given the empty string as input, iff $M$ halts given $x$. Therefore a machine which decides whether $M_{x}$ halts given e could be used in effect to decide whether $M$ halts given $x$. This has been shown to be impossible so there is no such machine as $M_{2}$, and language $L_{2}$ is therefore not Turing decidable.

A whole host of problems concerning Turing machines turn out to be undecidable: whether an arbitrarily given TM ever enters a particular state, whether it halts on any inputs at all, whether it halts on every input, whether it ever writes a particular symbol on its tape, etc. These and other undecidability results can, in turn, be used to establish undecidability results in other areas For example, the undecidability of the TM Halting Problem can be used to establish the undecidability of another problem called the Post Correspondence Problem. This can then be used in showing that certain problems concerning context free grammars and languages are undecidable. For example, it is undecidable, given two arbitrary cfg's $G_{1}$ and $G_{2}$ whether $L\left(G_{1}\right)=L\left(G_{2}\right)$, whether $L\left(G_{1}\right) \cap L\left(G_{2}\right)=\emptyset$, whether $L\left(G_{1}\right) \subseteq L\left(G_{2}\right)$, whether $L\left(G_{1}\right)$ is inherently ambiguous, etc.

One should note carefully that none of these undecidability results imply that for a particular TM, a particular cfg, etc. there is no way to determine whether it halts given the empty string, whether it is inherently ambiguous, etc. We have seen examples of TM's, e g., in (19-1), which can be shown, quite easily in fact, to halt given the empty string. What the undecidability result says is that there is no single, generally applicable algorithm which is guaranteed to work for every TM (or every arbitrarily given pair of cfg's, etc.)

It is also worth noting that in view of the correspondence shown above between TM's and unrestricted grammars, the undecidability results for TM's can be carried over immediately to grammars. Thus, there is no algorithm for determining for an arbitrarily given Type 0 grammar $G$ whether $G$ generates any strings, whether $G$ generates the empty string, whether $G$ generates all strings in $\Sigma^{*}$, etc.

## Exercises

1. Construct a Turing machine that accepts any tape written on the vocabulary $\{0,1\}$ and converts every contiguous string of two or more 1 's
to 0 's. Everything else is left unchanged. For example, the input tape ...\#01011011101\# .. should end up as ... \#01000000001\#.
2. Construct a Turing machine with three states $\left\{q_{0}, q_{1}, q_{2}\right\}$, initial state $q_{0}$, that begins with an input tape consisting entirely of blanks and halts with exactly three contiguous 1 's on the tape.
3. Consider the following Turing machine: $M=\left\langle\left\{q_{0}, q_{1}\right\},\{a, b, \#\}, q_{0}, \delta\right\rangle$ where

$$
\delta=\left\{\begin{array}{l}
\left(q_{0}, a\right) \rightarrow\left(q_{0}, R\right) \\
\left(q_{0}, \#\right) \rightarrow\left(q_{1}, a\right) \\
\left(q_{1}, a\right) \rightarrow\left(q_{1}, L\right) \\
\left(q_{1}, \#\right) \rightarrow\left(q_{0}, a\right)
\end{array}\right\}
$$

(a) Write the first twelve situations of the machine $M$ if it starts in the situation $\left(e, q_{0}, a, \# \# a\right)$.
(b) Describe verbally what machine $M$ will continue to do after this much has been done.
(c) Will it ever halt?
(d) Will it use only a finite amount of tape?
(e) Are there any squares of the tape that it will scan only a finite number of times?
(f) What will machine $M$ do if started in another situation?
4. (a) Make up a simple Turing machine which never halts no matter what the initial tape sequence is. Give both the quadruples and a verbal description of its behavior. Let the machine be allowed to start scanning at any square but always start in state $q_{0}$.
(b) Similarly, make up a Turing machine which always halts eventually.
5. Tell whether the following functions are total or only partial A function is considered to be undefined if it would yield a value outside the set on which it is specified
(a) Addition on the set of all even integers.
(b) Addition on the set of all prime numbers.
(c) Set union on the set $\{\{0\},\{1\},\{2\},\{0,1\}\}$
6. Describe informally an algorithm for converting an integer in binary notation to decimal notation.
7. Write a Type 0 grammar generating the language $\left\{a^{2^{n}} \mid n \geq 0\right\}$.
8. Show that the following problem for Turing machines is undecidable: For an arbitrarily given TM $M$, does $M$ accept at least one string? (Hint: Show that if a TM existed which decided the language $\{E(M) \mid$ $M$ accepts at least one string\}, it could be modified to produce a machine deciding $L_{2}$ in (19-13).)

## Chapter 20

## Linear Bounded Automata, Context Sensitive Languages and Type 1 Grammars

### 20.1 Linear bounded automata

A linear bounded automaton (lba) is, in effect, a Turing machine whose computations are restricted to the amount of tape on which the input is written. We can imagine it as consisting of a finite set of states, a finite alphabet (including special right- and left- endmarkers [ and ]), a designated initial state, and a finite set of instructions of the same form as the quadruples for Turing machines. We assume, however, that the input to an lba is given between the designated endmarkers, i.e., as $[w]$ and that the lba has no instructions which allow it to move past these endmarkers or to erase or replace them. Thus, the tape head can move only in the portion of the tape originally occupied by $w$, although an equivalent formulation of lba's sets the limit on usable tape not as equal to the length of the input but rather as a linear function of the length of the input. (A linear function in a variable $x$ is of the form $a x+b$, where $a$ and $b$ are constants. Plotting values of $a x+b$ for each value of $x$ on graph paper gives a straight line, whereas plots of functions involving $x^{2}, x^{3}$, etc. gives curves.) This is the source of the name for these automata-the allowed computational space is bounded by a linear function of the length of the input string.

Lba's are thus placed between pda's and TM's. They can read and write, and move left and right on the input tape like TM's, but TM's have
a potentially unlimited amount of tape available for computation. A pda, on the other hand, uses a maximum amount of tape for its pushdown store which is a linear function of the length of the input. (This is not obvious given the way we have formulated pda's since a pda could cycle endlessly on $e$-transitions adding more and more symbols to its pushdown store. It can be shown, however, that each pda can be turned into an equivalent pda which always reads to the end of its input and which does not loop endlessly on e-transitions. Such a pda uses at most an amount of pushdown storage which is a linear function of the length of its input.) But pda's lack the power of lba's to move left and right and thus to have access to any portion of the "memory" encoded on the tape during a computation.

Lba's come in deterministic and non-deterministic varieties, defined in ways analogous to the corresponding types of Turing machines, but it is not known whether they are equivalent. That is, given language $L$ accepted by some non-deterministic lba, we don't know in general whether there is some deterministic lba which also accepts $L$. This problem has remained open for many years despite the efforts of a good many talented and energetic people to solve it.

### 20.1.1 Lba's and context sensitive grammars

Recall that a context sensitive grammar (csg) is one in which every rule has the property that the right side is at least as long as the left side. In particular, rules of the form $\alpha \rightarrow e$ are excluded, and therefore the empty string cannot be generated as part of any context sensitive language (An equivalent formulation states that every rule is of the form $\alpha A \beta \rightarrow \alpha \psi \beta$, where $A$ is a non-terminal, $\alpha, \beta$, and $\psi$ are strings over $\left(V_{T} \cup V_{N}\right)^{x}$, and $\psi \neq e$. See Section 16.4)

Except for the matter of the empty string, the languages accepted by non-deterministic lba's are the languages generated by csg's. We will simply sketch here how this equivalence is established and refer the reader to Hopcroft and Ullman (1979, pp. 225-6) for details.

Given a $\operatorname{csg} G$, we can construct a non-deterministic lba $M$ to simulate derivations by $G . M$ is given an input string $w$ embedded between the endmarkers; i.e., $[w]$, and it sets up a work space to the right of the input of length equal to the length of $w$ where it inserts the start symbol $S . M$ then non-deterministically carries out a derivation from $S$ according to the rules of $G$, checking after each step to see if the contents of the work space equal $w$. If so, $M$ halts and accepts; if not, $M$ continues the derivation

If there is a derivation of $w$ by $G$, it will be found by $M$, and, furthermore, it will be found by some computation which uses no more than the allotted amount of work space Since rules of $G$ are "non-shrinking," no line of a derivation is shorter than the preceding one Thus, no derivation of $w$ by $G$ contains a line longer than $w$, and the derivation can be carried out by $M$ on an amount of tape which is a linear function of (roughly, double) the length of the input.

The construction in the other direction-simulating the moves of an lba in reverse by a csg-is similar to that for Turing machines and Type 0 grammars. However, because of the restriction that rules cannot make strings shorter, a problem arises in getting rid of the boundary symbols and the symbol for the state of the automaton This can be accomplished by coding sequences of symbols as complex non-terminals; for details, see the section in Hopcroft and Ullman (1979) referred to above. Another matter which must be attended to is that the grammar cannot generate $e$ even if the lba accepts it; i.e., if $L$ is accepted by a non-deterministic lba $M, L-\{e\}$ is generated by the corresponding $\operatorname{csg} G$.

### 20.2 Context sensitive languages and recursive sets

Every language generated by a context sensitive grammar is a recursive set of strings in the sense defined above in connection with our discussion of recursive and recursively enumerable sets. That is, for every context sensitive language, there is a Turing machine which decides it. We will show thisappealing to Church's Hypothesis-by sketching an algorithm for deciding any csl. It would not be very difficult to give this algorithm explicitly in the form of a TM

Given a $\operatorname{csg} G$ and a string $x$, we decide whether or not $x \in L(G)$ as follows. Construct all derivations beginning with $S$ and whose last lines are no longer than the length of $\boldsymbol{x}$. If any line in a derivation is repeated, the derivation can be disregarded, since, if there is a derivation of $x$ beginning with $S$, there is one with no repeated lines. The number of derivations whose last lines are no longer than the length of $x$ and which contain no repeated lines is a finite number. We simply examine this finite list of derivations to see if any end in $x$. If none do, we can be sure that $x$ is not generated by $G$ since derivations of $x$ cannot contain lines longer than $x$. This follows
from the fact that rules of a csg never decrease the number of symbols in succeeding lines of a derivation (Note that the possibility of such a decision procedure for Type 0 languages is precluded by the possibility that rules in such grammar may decrease the number of symbols. As a consequence, we cannot in general fix an upper bound on the length of a derivation of a string of given length by a Type 0 grammar This reasoning does not prove that no decision procedure can be found for Type 0 languages-although in fact there is none, as we have seen-only that we cannot arrive at one by enumerating derivations)

The context sensitive languages do not exhaust the recursive languages; there are recursive languages which are not csl's. There is a sense in which this is trivially true since some recursive languages contain $e$, and no csl's do. But even if we consider the class of all csl's together with the class of all csl's with $e$ added (which are just the non-deterministic lba languages), there are still recursive languages which are not in this class. We show this with respect to lba's for simplicity.

Like a TM, a non-deterministic lba could be encoded as a string over the alphabet $\{0,1\}$. We can then enumerate lba's in the same fashion as we did for TM's-say, shortest encodings first and with encodings of the same length being arranged in increasing order when interpreted as a binary number. Thus, we have an enumeration of lba's:
(20-1) $\quad M_{1}, M_{2}, \ldots, M_{i}$,
We also construct an enumeration of input strings (for example by coding them in the alphabet $\{0,1\}$ and arranging them in the order of increasing binary number of the encoding).
(20-2) $x_{1}, x_{2}, \ldots, x_{i}, \ldots$
We construct the language $L$ in the following way:
(20-3) $L=\left\{x_{i} \mid\right.$ and $x_{i}$ is not accepted by $\left.M_{i}\right\}$
That is, $w$ is in $L$ iff its encoding is not accepted by the lba at the corresponding position in the enumeration. This language is not an lba language since it is not accepted by any of the lba's in the enumeration. Given any $M_{j}$, it cannot accept $L$ because there is a string, namely $x_{j}$, which is in $L$ iff it is not accepted by $M_{j}$. Thus, $L$ differes from the languages accepted by each of the lba's in at least one string
$L$ is nonetheless recursive There is a procedure for determining for any string $w$ whether or not it is in $L$ Encode $w$ in the prescribed manner into 0 's and 1 's, and find it in the enumeration. This can be done, since the encodings of the $x_{i}$ 's are listed in order of increasing length and within strings of the same length in increasing order of size as a binary number. Having located $w$ in the enumeration, we get its index (by counting from the beginning) and find the corresponding lba in the enumeration of lba's We then determine by the algorithm referred to above whether the selected lba accepts $w$ or not. If it does, $w \notin L$; if not, $w \in L$. Thus $L$ is a recursive language which is not the language accepted by any non-deterministic lba.

### 20.3 Closure and decision properties

The csl's are closed under the operations of union and intersection, but it is not known whether they are closed under complementaiton (this is essentially the problem of determining whether deterministic and non-deterministic lba's are equivalent). They are closed under concatenation but not under Kleene star, inasmuch as $L^{*}$ must contain $e$, and no csl does. The csl's, however, are closed under positive closure $L^{+}$, defined as $L^{\times}-\{e\}$. They are also closed under intersection with a regular language. We omit the demonstrations of these results here; the interested reader may consult Hopcroft and Ullman (1979, Chapter 11) and references therein for more details.

Although the membership question is decidable for csl's, almost all the other standard question turn out to be undecidable:
(i) Is $L=\emptyset$ ?
(ii) Is $L=\Sigma^{\star}$ ?
(iii) Is $L_{1}=L_{2}$ ?
(iv) Is $L_{1} \subseteq L_{2}$ ?
(v) Is $L_{1} \cap L_{2}=\emptyset$ ?

## Exercises

1. Construct context sensitive grammars for each of the following languages.
(a) $a^{n} b^{n} c^{n}(n \geq 1)$
(b) $\left\{x \in\{a, b, c\}^{*} \mid x\right.$ consists of an equal number $(\geq 1)$ of $a^{\prime} s, b$ 's, and $c$ 's $\}$
(c) $\left\{x x \mid x \in\{a, b\}^{+}\right\}$(i.e., all non-empty strings in $\{a, b\}^{*}$ with identical left and right halves.)

## Chapter 21

## Languages Between Context Free and Context Sensitive

Most investigators supposed from the time that the Chomsky hierarchy was first established that natural languages, considered as string sets, would fall somewhere between the context free and the context sensitive languages and, further, that they would lie in some sense "close" to the context free class. On the one hand, the context sensitive languages seemed much too inclusive, containing as they do species such as $\left\{a^{n} b^{n!}\right\}$ ( $n!$ is $n$ factorial, i.e., $1 \times 2 \times 3 \times \ldots \times n$ ) and $\left\{a^{n}: n\right.$ is prime $\}$, which seem unlikely candidates for any sort of linguistic model. On the other hand, a large part of natural language syntax seems to be handled quite nicely by a CFG, and the aspects which seem to cause languages to fall outside the CFL class (as string sets) could be considered rather isolated and infrequent. After all, it took nearly thirty years to find one completely convincing example of a natural language which was not context free.

Such considerations spawned work on the formal languages which would be, in Aravind Joshi's phrase, "mildly context sensitive." In the following sections we will survey very briefly a few of these whose formal properties have been most thoroughly investigated.

### 21.1 Indexed grammars

According to Hopcroft and Ullman (1979, p. 389) "of the many generalizations of context free grammars that have been proposed, a class called 'indexed' appears the most natural in that it arises in a wide variety of contexts." An indexed grammar (IG) differs from a context free grammar in that nonterminal symbols may carry a sequence of indices chosen from an initially specified finite set, and its productions allow for adding or removing these indices in the course of a derivation. We write $A[i, j, k]$ for the nonterminal symbol $A$ bearing the index sequence $[i, j, k]$ Indices can be added or removed from the left end of the sequence, and there is no upper bound on the length Thus, an index sequence is like a pushdown stack attached to a nonterminal. Further, when a rule of the ordinary CF form, e.g., $A \rightarrow a B c d C$, is applied, the index sequence on $A$, if any, is copied onto each of the nonterminals on the right, i.e, $B$ and $C$. Terminal symbols never bear indices. If $A$ is rewritten as a string containing no nonterminals, eg., $A \rightarrow b c$, the indices on $A$ simply disappear

Productions may also be of the form $A[i] \rightarrow \alpha$, where $i$ is an index and $\alpha$ is any string, in which case the rule can only be applied to a nonterminal $A$ bearing index $i$ at the left of its index sequence, and if $\alpha$ contains any nonterminals, then the sequence on $A$ with $i$ removed is copied onto each of them. For example, the rule $A[i] \rightarrow B a C$ could be applied to the indexed nonterminal $A[i, j, k]$ to produce $B[j, k] a C[j, k]$. The rule could not be applied to $A[j, k]$ or $A[j, i]$, for example, since neither index sequence has $i$ at the left. Thus, rules of the ordinary CF form $A \rightarrow \alpha$ are accompanied by index copying, while rules of the form $A[i] \rightarrow \alpha$ are "pop and copy" rules.

Finally, rules of the form $A \rightarrow B[i]$ add index $i$ at the left of the sequence already present on $A$ and copy the result onto $B$ (a "push and copy" rule). Such rules have only a single nonterminal on the right because we don't want to allow the possibility of pushing different indices and copying onto different nonterminals; i.e., $A \rightarrow B[i] C[j]$ is not allowed. We are following here the formulation in Hopcroft and Ullman (1979, pp. 389-390) with slight notational changes. Different but equivalent formulations can be found in Aho (1968), Salomaa (1973, pp. 257-259) and Gazdar (1985). Thus, the IG's properly include the CFG's, since a CFG can be regarded as an IG in which all index sequences are empty. That the CFL's are a proper subset of the index languages (IL's) is shown by the following IG generating the non-context free language $\left\{a^{n} b^{n} c^{n}: n \geq 0\right\}$ :

$$
\begin{aligned}
& G=\left\langle V_{T}, V_{N}, I, S, R\right\rangle \text {, where } \\
& V_{T}=\{a, b, c,\} ; V_{N}=\{S, T, A, B, C\} ; \\
& I=\{i, j\} \text {, the set of indices; } \\
& R=\{S \rightarrow T[j] \quad A[i] \rightarrow a A \quad A[j] \rightarrow e \\
& T \rightarrow T[i] \quad B[i] \rightarrow b B \quad B[j] \rightarrow e \\
& T \rightarrow A B C \quad C[i] \rightarrow c C \quad C[j] \rightarrow e\}
\end{aligned}
$$

Fig. $21-1$ is a derivation tree for $a^{2} b^{2} c^{2}$.


Figure 21-1.

Note that it is necessary to use an index distinct from $i$ as a "bottom of stack" marker in this grammar. Because of the convention that index sequences disappear when the right side of a production contains no nonterminals, if we had only the rules $A[i] \rightarrow a A$ and $A[i] \rightarrow a$ rewriting $A$, then $A[i, i]$ could give rise either to $a$ or $a a$.

The grammar containing the following rules generates $\left\{x x: x \in\{a, b\}^{*}\right\}$ :

$$
\begin{array}{lll}
S \rightarrow T[k] & F[i] \rightarrow a F & G[i] \rightarrow a G \\
T \rightarrow T[i] & F[j] \rightarrow b F & G[j] \rightarrow b G \\
T \rightarrow T[j] & F[k] \rightarrow e & G[k] \rightarrow e \\
T \rightarrow F G & &
\end{array}
$$

A derivation tree for $a b b a b b$ appears in Fig. 21-2.


Figure 21-2.

In the first example, indices are used as counters to ensure that the numbers of $a$ 's, $b$ 's, and $c$ 's are all equal; in the second, the indices constrain the rewriting sequence so that the two halves of the string are identical. The following grammar (henceforth we give just the rules) combines elements of both techniques to generate $\left\{a^{n} b^{m} c^{n} d^{m}: m, n \geq 0\right\}$, which exhibits the kind of cross-serial dependencies found in Swiss German (Sec. 18.6 above):

$$
\begin{array}{lll}
S \rightarrow T[k] & A[i] \rightarrow a A & C[i] \rightarrow c C \\
T \rightarrow T[j] & A \rightarrow B & C \rightarrow D \\
T \rightarrow T^{\prime} & B[j] \rightarrow b B & D[j] \rightarrow d D \\
T^{\prime} \rightarrow T^{\prime}[i] & B[k] \rightarrow e & D[k] \rightarrow e \\
T^{\prime} \rightarrow A C & &
\end{array}
$$

Fig $21-3$ is a derivation tree for $a b b c d d$.


Figure 21-3
It is worth noting here that alternative grammars are possible for the preceding examples, some of which will produce very different derivation
trees. For example, the following grammar also generates $\left\{a^{n} b^{n} c^{n}: n \geq 0\right\}$ with the derivation tree for $a^{2} b^{2} c^{2}$ in Fig. 21-4

$$
\begin{array}{lll}
S \rightarrow T[j] & A[i] \rightarrow a A & B[i] \rightarrow b B c \\
T \rightarrow T[i] & A[j] \rightarrow e & B[j] \rightarrow e \\
T \rightarrow A B & &
\end{array}
$$



Figure 21-4

The context free languages can of course be generated by IL's without indices, but it is also possible to use the power of the indices to generate CFL's with right- (or left-) linear derivation trees. See, for example, the following IG, with an accompanying derivation in Fig. 21-5, which generates strings in $a^{n} b^{n}$ with a right-linear rather than a center-embedded tree structure:

$$
\begin{array}{lll}
S \rightarrow A[k] & A \rightarrow a T & B[i] \rightarrow b B \\
T \rightarrow A[i] & A \rightarrow B & B[k] \rightarrow e
\end{array}
$$



Figure 21-5.

Aho (1968) was in fact able to prove that the languages generated by IG's with entirely right-linear or left-linear tree structures were exactly the CFL's. Gazdar (1985) suggests that this fact may be of linguistic significance, citing examples of nested dependencies which appear to require a right- or left-linear rather than a center-embedded constituent structure (e.g., nested comparative constructions and unbounded dependencies in the Scandinavian languages).

The IL's have an equivalent characterization in terms of automata, viz, the nondeterministic "nested" stack automata. A stack automaton is like a PDA which, in addition to popping and pushing symbols at the top, can also enter its stack in "read-only" mode, moving up or down without writing or erasing any symbols. A nested stack automaton has the further capability
of creating stacks inside its stack, stacks inside these stacks, etc., but it can only empty a stack after all stacks within it are empty.

It can be shown that the IL's (without $e$ ) are contained in the contextsensitive languages and that the containment is proper. That is, we have:

## (21-1) CFL's $\subset$ IL's $\subset$ CSL's

Examples of CSL's which are not IL's are $\left\{a^{n!}: n \geq 1\right\}$ and $\left\{(\$ w)^{|w|}: w \in\right.$ $\left.\{a, b\}^{\times}\right\}$(Hayashi, 1973). The language $\left\{w \in\{a, b, c\}^{\times}: w\right.$ contains equal numbers of $a$ 's, $b$ 's, and $c$ 's $\}$ is conjectured by Marsh (1985) to be non-IL (we have already seen that it is CS). The language $\left\{a^{n} b^{n^{2}}: n \geq 1\right\}$ is IL, however, and is generated by the following grammar (modified from Salomaa (1973)):

$$
\begin{array}{llll}
S \rightarrow T[k] & A[i] \rightarrow a A & Z[i] \rightarrow b Z & B[i] \rightarrow b B Z Z \\
T \rightarrow T[i] & A[k] \rightarrow a & Z[k] \rightarrow b & B[k] \rightarrow b \\
T \rightarrow A B & & &
\end{array}
$$

Fig. 21-6 is the derivation tree for $a^{3} b^{9}$.
The IL's are closed under such operations as union, concatenation, intersection with a regular set, and Kleene closure, but they are not closed under intersection or complementation. There exists an algorithm for deciding whether the language generated by an arbitrary IG is empty

Gazdar and Pullum (1985, pp. 11) state that "no phenomena are known which would lead one to believe that the NLs [natural languages] fall outside [the ILs's purview... The indexed languages thus provide us, at least for the moment, with a kind of upper bound for syntactic phenomena." This is of course in the context of the assumption that languages are being regarded as string sets.

### 21.2 Tree adjoining grammars

Tree adjoining grammars (TAG's) were devised by Joshi and his coworkers (Joshi, Levy, and Takahashi, 1975) as limited extensions of CFG's They occupy, in terms of weak generative capacity, a position between CFG's and indexed grammars; i.e.
(21-2) CFL's $\subset$ TAL's $\subset$ IL's


Figure 21-6.

A TAG, unlike the grammars we have seen thus far, does not generate sentences by rewriting strings of symbols; rather, it begins with a finite set of initial trees, which can be enlarged by recursively inserting at appropriate positions one of a finite number of auxiliary trees. For example, if the following is an initial tree,

and $\beta$ is an auxiliary tree

then $\beta$ can be "adjoined" to $\alpha$ by

1) excising the subtree rooted by $T$ from $\alpha$ giving

2) placing $\beta$ in the position just vacated giving

3) reattaching the excised subtree at the position of the $T$ node in $\beta$ giving


In a TAG initial trees are always sentential in that they are rooted by $S$ and have a string of terminals as their yield. Auxiliary trees can have any nonterminal symbol as root and must have that same symbol occurring once in its yield (on its "frontier"), all the rest being terminals. Although not part of the formal definitions, the intent is that both initial and auxiliary trees be "minimal" Initial trees should contain no repeated non-terminals along any path, and auxiliaries should contain no repetitions of the nonterminal labeling the root node and the node at the frontier (the "foot" node) on the path connecting the two.

Given a tree $\gamma$ containing a nonterminal node $X$, and an auxiliary tree $\beta$ with $X$ as root (hence with $X$ as the only nonterminal on its frontier), we can represent the operation of adjunction schematically as in Fig 21-7.


Figure 21-7.
(The similarities between the generation of trees by a TAG and the decomposition of derivation trees employed in the proof of the Pumping Theorem for CFL's is evident.)

Formally, a TAG $G=\langle I, A\rangle$ is composed of finite sets of initial and auxiliary trees, $I$ and $A$, respectively. The set of trees generated by $G$ is the set of trees obtainable from any tree in $I$ by repeated (possibly zero) applications of adjunction using trees from $A$. The language generated, $L(G)$, is the set of terminal strings on the trees generated by $G$.

Not surprisingly, for every CFG there is a strongly equivalent TAG (one which generates exactly the same strings with the same tree structures). In fact, given any CFG there is a procedure for constructing a TAG which is strongly equivalent to it. Strong equivalence implies weak equivalence of course, so the CFL's are included in the TAL's. There are, however, TAG's
for which no strongly equivalent CFG exists (see Joshi, 1985, pp. 211-2, for an example), and, moreover, there are TAL's which are not weakly CF. Since the TAL's are such a modest extension of the CFL's, it is difficult to exhibit a simple example of a non-CF TAL The following is from Joshi (op. cit., pp. 212-3):
(21-4) $\quad L_{1}=\left\{w c^{n}: n \geq 0\right.$ and $w$ is a string of $a$ 's and $b$ 's such that (i) the number of $a$ 's $=$ the number of $b$ 's $=n$, and (ii) for any initial substring of $w$, the number of $a^{\prime} s$ is $\geq$ the number of $b$ 's $\}$
$L_{1}$ can be thought of as made from the language $\left\{(a b)^{n} c^{n}\right\}$ by displacing some of the $a$ 's to the left. Thus, $a a b a a b b b c c c c$ is in $L_{1}$ but $a a b a b b b a c c c c$ is not. $L_{1}$ is not CF since its intersection with $a^{\star} b^{\star} c^{\star}$ is $\left\{a^{n} b^{n} c^{n}\right\}$ But $L_{1}$ is generated by the following TAG:


The derivation of the tree for $a a b b c c$ appears in Fig. 21-8.
$\left\{a^{n} b^{n} c^{n}: n \geq 0\right\}$ is an example of an indexed language which cannot be generated by a TAG. If there were a TAG generating this language, each of its initial trees would have to contain an equal number of $a$ 's, $b$ 's, and $c$ 's in order (recall that all initial trees are sentential and therefore have yields which are in the language). Further, each auxiliary tree also would have to have equal numbers of $a$ 's, $b$ 's, and $c$ 's (because each adjunction of an auxiliary tree also produces a sentential tree) with all $a$ 's preceding $b$ 's, which precede all $c$ 's. But then adjunction cannot avoid mixing the order of the elements and thus some strings not in the language will be generated.

Joshi (1985) shows that an extension of the theory of TAG's to include local context-dependence for adjunction of auxiliary trees yields a class of


Figure 21-8.
grammars which can generate such languages as $\left\{a^{n} b^{n} c^{n}\right\}$ and $\{w w: w \in$ $\left.\{a, b\}^{*}\right\}$. These grammars are also of interest since with a suitable notion of linking defined between pairs of nodes in trees it appears that structures with cross-serial dependencies can be generated The languages of the extended TAG's still do not equal the full class of indexed languages since languages such as $\left\{a^{2^{n}}: n \geq 0\right\}$ are beyond their range. This is evident from the fact that in any TAG (context restrictions are not relevant here) during an application of adjunction a terminal string can be increased in length by only the number of terminal symbols in an auxiliary tree. The result is that the growth in length of terminal strings for any TAL is represented by a series of linear progressions, none of which grows as fast as the exponential growth rate of strings in $a^{2^{n}}$. It has been shown, however, (Vijay-Shankar, 1987) that the TAL's are weakly equivalent to a restricted class of indexed languages, viz., those generated by IG's whose rules limit the inheritance and manipulation of index sequences to a single nonterminal daughter on the right side of the rule. Gazdar (1985) points out that such a restriction make IG's of limited interest as natural language grammars since conjunction constructions would seem to require the inheritance of index sequences by multiple daughter nodes.

The TAL's are closed under union, concatenation, Kleene star, and in-
tersection with regular languages, but not under intersection or complementation

### 21.3 Head grammars

Pollard (1984) proposed an extension of CFG's in which each string contains a distinguished symbol called the head of that string. In formal terms, a headed string can be thought of as a pair consisting of a string and a natural number (up to the length of the string) indicating the position of the head. Two headed strings can be concatenated, in which case one of the heads becomes the head of the resulting string, and there are "wrapping" operations as well in which a string is split at its head and a second string inserted A normal form theorem due to Roach (1987) guarantees that Head Grammars (HG's) need only two concatenation operations (in which the left, resp. the right, head becomes head of the result) and four wrapping operations (the second string is inserted either left or right of the head of the first, and either the first or second head becomes the new head).

Formally, a HG is a quadruple $\left\langle V_{N}, V_{T}, S, P\right\rangle$, where $V_{N}$ and $V_{T}$ are finite sets of non-terminal and terminal symbols, respectively; $S$, the initial symbol, is a member of $V_{N}$; and $P$ is a set of productions of the form

$$
\begin{aligned}
A & \rightarrow \alpha_{1} \\
\text { or } A & \rightarrow f\left(\alpha_{1} \ldots \alpha_{n}\right)
\end{aligned}
$$

where $A \in V_{N} ; \alpha_{i}$ is either a nonterminal or a headed string; and $f$ is a concatenation or a wrapping operation of the sort just mentioned

The languages generated by HG's, Head Languages (HL's), are included in the TAL's (Weir, Vijay-Shankar, and Joshi, 1986). The inclusion in the reverse direction has not yet been demonstrated owing to technical difficulties arising from the notion of the 'headed empty string.' This has led Joshi, et al. to define a closely related class of grammars, the so-called Modified Head Grammars (MHG's) in which these difficulties are avoided and which are provably equivalent in weak generative capacity to TAG's Strings in MHG's have, instead of heads, a designated position between symbols where the string can be split and a second string inserted. A "split string" is denoted $w_{1} \uparrow w_{2}$, where $w_{1}$ and $w_{2}$ are in $V_{T}^{\times}$, and in a MHG there are just three operations: two concatenations and one wrapping.

$$
\begin{aligned}
& C_{1}\left(w_{1} \uparrow w_{2}, u_{1} \uparrow u_{2}\right)=w_{1} \uparrow w_{2} u_{1} u_{2} \\
& C_{2}\left(w_{1} \uparrow w_{2}, u_{1} \uparrow u_{2}\right)=w_{1} w_{2} u_{1} \uparrow u_{2} \\
& W\left(w_{1} \uparrow w_{2}, u_{1} \uparrow u_{2}\right)=w_{1} u_{1} \uparrow u_{2} w_{2}
\end{aligned}
$$

The form of the productions and the rest of the formalism otherwise remain as in HG's except that the $\alpha_{i}$ can be either a nonterminal or a split string

Here is an example of a MHG generating the language $\left\{a^{n} g b^{n} f c^{n} h \mid n \geq 0\right.$

$$
\begin{aligned}
& V_{T}=\{a, b, c, f, g, h\} ; V_{N}=\left\{S, S_{1}, S_{2}, S_{3}\right\} ; \\
& P= S \rightarrow W\left(S_{1}, f \uparrow\right) \\
& S \rightarrow W\left(S_{2}, f \uparrow\right) \\
& S_{1} \rightarrow C_{2}\left(a \uparrow, S_{3}\right) \\
& S_{3} \rightarrow W\left(S_{1} \rightarrow g \uparrow h\right. \\
&
\end{aligned}
$$

Here is a derivation of aagbbfcch:

$$
\begin{aligned}
S \Rightarrow & W\left(S_{1}, f \uparrow\right) \Rightarrow W\left(C_{2}\left(a \uparrow, S_{3}\right), f \uparrow\right) \Rightarrow \\
& W\left(C_{2}\left(a \uparrow, W\left(S_{1}, b \uparrow c\right)\right), f \uparrow\right) \Rightarrow \\
& W\left(C_{2}\left(a \uparrow, W\left(C_{2}\left(a \uparrow, S_{3}\right), b \uparrow c\right), f \uparrow\right) \Rightarrow\right. \\
& W\left(C_{2}\left(a \uparrow, W\left(C_{2}\left(a \uparrow, W\left(S_{2}, b \uparrow c\right)\right), b \uparrow c\right), f \uparrow\right) \Rightarrow\right. \\
& W\left(C_{2}\left(a \uparrow, W\left(C_{2}(a \uparrow, W(g \uparrow h, b \uparrow c)), b \uparrow c\right), f \uparrow\right) \Rightarrow\right. \\
& W\left(C_{2}\left(a \uparrow, W\left(C_{2}(a \uparrow, g b \uparrow c h), b \uparrow c\right), f \uparrow\right) \Rightarrow\right. \\
& W\left(C_{2}(a \uparrow, W(a g b \uparrow c h, b \uparrow c), f \uparrow) \Rightarrow\right. \\
& W\left(C_{2}(a \uparrow, a g b b \uparrow c h), f \uparrow\right) \Rightarrow \\
& W(a a g b b \uparrow c c h, f \uparrow) \Rightarrow a a g b b f \uparrow c c h
\end{aligned}
$$

The split marker is ignored in the final string, so the grammar is taken as generating aagbbfcch

The HL's are included in the MHL's, but the converse has not been shown, again because of the difficulty mentioned above concerning the headed empty string. The differences between HG's and MHG's, however, are marginal, and the systems are equivalent in all important respects. Thus, MHG's, TAG's and IG's restricted to inheritance of indices by a single nonterminal daughter ( $\mathrm{IG}(1)$ 's) form a stable class of weakly equivalent grammars in the "mildly context sensitive" domain

### 21.4 Categorial grammars

Categorial grammars are based on the work of Ajdukiewicz (1935) on semantic categories of logical languages and were proposed has a system of syntactic description for natural languages by Bar-Hillel (1953). Montague's work in natural language semantics assumes a categorial syntax, and this in part has led to a revival of interest in such systems

The fundamental idea in a categorial grammar (CG) is that lexical items may be assigned not only to basic categories such as N and V , but also to complex categories like $\mathrm{S} / \mathrm{VP}, \mathrm{V} /(\mathrm{NP} / \mathrm{S})$, etc. Sequences of categories can be reduced by a kind of "cancellation" rule of the form $A / B B \Rightarrow A$. That is, if $x$ is of category $\mathrm{A} / \mathrm{B}$ and $y$ is of category $B$, then the sequence $x y$ is of category $A$ A "backward cancellation" rule, $B A \backslash B \Rightarrow A$, is or dinarily included as well. To take a natural language example, Mary might be of category S/VP and sleeps of category VP; then Mary sleeps would be of category S. Further, if often were assigned category VP/VP, the sequence Mary often sleeps would be reduced to category S by the following sequence of steps:

| S/VP | VP/VP | VP |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Mary | $\Rightarrow$ | S/VP | VP |
| sleeps |  |  |  |$\quad \Rightarrow$| Mary |
| :--- |

The same information could be represented as a tree structure:


Notice that in a CG the paucity of syntactic rules is compensated for by the complexity of the syntactic categories to which constituents belong. In some sense, CG's code their syntactic operations into their lexicons One of the advantages of such a system lies in the close correspondence of syntactic and semantic structures. Parallel to syntactic reduction of categories $X / Y$
and Y to X is the semantic operation of applying a function (from Y-type things to X -type things) to an argument (of type Y ) to produce a value (of type X) It is for this reason that the reduction rules are often referred to as rules of (forward and backward) Function Application. (See the discussion in Chapter 13 where this is applied to natural language semantics.)

The formal definitions of what might be termed a classical, bi-directional CG would be as follows:

We assume a finite alphabet $V_{A}$ of category symbols. The set $C$ of all category symbols is then given by:
(1) For all $x \in V_{A}, x \in C$.
(2) If $x$ and $y$ are in $C$, then so are $(x / y)$ and $(x \backslash y)$.
(3) Nothing else is in $C$.

A CG then is a quadruple $G=\left\langle V_{T}, V_{A}, S, F\right\rangle$ where
$V_{T}$ is a finite set of terminal symbols
$V_{A}$ is as above
$S$ is a designated member of $V_{A}$
$F$ is a function from $V_{T}$ to $\wp(C)$; i.e., a function assigning to each terminal symbol a set of categories from $C$.

We define the binary relation $\Rightarrow$, "reduces in one step to", on pairs of category sequences as follows:

For any categories $X, Y$ in $C$ and any finite sequences of categories $\alpha$ and $\beta$,

$$
\begin{aligned}
& \alpha X / Y Y \beta \Rightarrow \alpha X \beta \\
& \alpha Y X \backslash Y \beta \Rightarrow \alpha X \beta
\end{aligned}
$$

The relation $\stackrel{*}{\Rightarrow}$ "reduces to (in zero or more steps)" is the reflexive transitive closure of $\Rightarrow$.

A string $w \in V_{T}^{*}$ is generated by $G$ iff $w=w_{1} \ldots w_{n}$ and there is some sequence of categories $C_{1} \ldots C_{n}$ such that $F\left(w_{i}\right)=C_{i}$ for all $1 \leq i \leq n$, and $C_{1} \ldots C_{n} \stackrel{*}{\Rightarrow} S$ In other words, $w_{1} \ldots w_{n}$ is generated iff there is some choice of category assignments by $F$ to the symbols in $w_{1}, w_{n}$ which reduces to $S$.

Example: $G=\left\langle V_{T}, V_{A}, S, F\right\rangle$ where

$$
V_{T}=\{a, b\} ; V_{A}=\{S, B\} ; F(a)=\{S / B\} ; F(b)=\{B, B \backslash S\}
$$

The string $a^{3} b^{3}$ is generated as indicated by the derivation tree in Fig 21-9


Figure 21-9.

CG's have been shown to be identical to CFG's in weak generative capacity (Bar-Hillel, Gaifman, and Shamir, 1960). The proof is constructive; from any given (basic, bi-directional) CG, a weakly equivalent CFG can be constructed, and vice versa.

More recent work in categorial grammar has focused on systems with expanded sets of reduction rules. Some of those most frequently encountered are:

| (21-6) | 1 $X / Y Y / Z \Rightarrow X / Z$ | Function Composition |
| :--- | :--- | :--- |
|  | 2. $(X / Y) \backslash Z \Rightarrow(X \backslash Z) / Y$ | Commutativity |
| 3. $X \Rightarrow Y /(Y \backslash X)$ | Type raising |  |
|  | 4. $X / Y \Rightarrow(X / Z) /(Y / Z)$ | "Geach Rule" |

These rules also have corresponding forms with / and \interchanged; e.g.,

$$
Y \backslash Z X \backslash Y \Rightarrow X \backslash Z \text { (Backward Function Composition) }
$$

A system containing all the rules in (21-6) (in both forward and backward versions) together with the two standard rules of Function Application was proposed by Lambek (1958) and has come be known as the Lambek Calculus. Van Bentham (1988) has shown that a particular variety of this calculus (in which categories are non-directional, i e., both $X \mid Y Y \Rightarrow X$ and $Y X \mid Y \Rightarrow X$ are valid) generates the permutation closure of the CFL's The permutation closure of a language $L$ is the set of strings obtained by taking every string $L$ and permuting its symbols in every possible way. For example, the permutation closure of $\left\{a^{n} b^{n} \mid n \geq 0\right\}$ is $\left\{x \in\{a, b\}^{*} \mid x\right.$ contains equal numbers of $a$ 's and $b$ 's \}. Both these languages happen to be CF, but the permutation closure of a CFL is not always CF. For example, $\left\{(a b c)^{n} \mid n \geq 0\right\}$ is CF (indeed regular), yet its permutation closure $\left\{x \in\{a, b, c\}^{*} \mid x\right.$ contains equal numbers of $a$ 's, $b^{\prime}$ s, and $\left.c^{\prime} s\right\}$ is not CF. Thus the languages of the non-directional Lambek calculus include some non-CF languages and do not include all CF languages. Weir and Joshi (1988) report that CG's with directional categories, forward and backward Function Application, and a generalized form of (forward and backward) Function Composition are weakly equivalent to TAG's, and thus also to MHG's and IG(1)'s

A number of CG systems based on the work of Ades and Steedman (1982) and others have been investigated by Friedman and her co-workers (Friedman et al, 1982) These systems have unidirectional, parenthesisfree categories (parenthesization is assumed to the left) and a variety of function application and function composition rules. Some systems generate the CFL's, others a subset of the CFL's, and still others, depending on the particular inventory of reduction rules, generate languages which are "mildly context sensitive". At least all CSL's discovered thus far in the languages of these systems are generated by IG(1)'s, which as we saw above are weakly equivalent to TAG's and MHG's, and have CF-like growth functions.

The whole area of CG's and their mathematical properties is one currently under active investigation, and it would be premature to try to give a more thorough summary. A representative collection of recent work in CG can be found in Oehrle, Bach, and Wheeler (eds.) (1988).

## Chapter 22

## Transformational Grammars

One of the most important developments in the mathematical study of grammars of linguistic interest was the work of Peters and Ritchie (1973) and Ginsburg and Partee (1969) on the so-called "standard theory" transformational grammars of the sort outlined in Chomsky (1965).

The syntactic component of a transformational grammar consists of two parts: (1) a base component, which is a CFG or CSG, and (2) a transformational component, composed of an ordered set of transformational rules. The base generates an infinite class of trees by recursion through the initial symbol $S$ Each such tree serves as an input to the transformational rules, each of which defines a mapping from trees to trees. The transformational rules are assumed to be linearly ordered, the output of one forming the input to the next. If a given transformational rule cannot apply to a particular tree, the tree is left unchanged and the next rule in the sequence is considered.

In this version of transformational grammar, the transformational rules are assumed to apply in accordance with the principle of the transformational cycle This specifies that the entire sequence of transformational rules applies first to the lowest $S$-rooted subtrees (those that properly contain no $S$-rooted subtrees). A single pass through all the transformational rules is said to constitute a cycle Subsequent cycles take as their domains successively larger $S$-rooted subtrees, until finally on the last cycle the domain of application of the rules is the entire tree.

The tree that is the final output of the transformational rules is called a surface structure.

Transformational rules perform elementary operations of (i) deletion, (ii) substitution, and (iii) adjunction, but for our purposes here it suffices to
observe only that deletion is constrained by a principle of recoverability. More specifically, any item deleted by a transformation must either leave behind a copy in a specified place in the tree or else be a fixed lexical item mentioned in the specification of the transformation.

Not every phase marker generated by the base need be mapped into a well-formed surface structure by the transformational component. For example, a special boundary symbol \#, which is placed on both sides of every $S$ by the rules of the base, may be erased by the application of certain transformational rules. If a phrase marker that is the final output of the transformational component contains any instance of \#, it is not a wellformed surface structure, and the phrase marker that formed the original input is said to have been filtered out by the transformational rules.

A transformational grammar with this property is called a transformational grammar with filtering. On this view, then, a transformational grammar is a device for pairing base trees with well-formed surface structures. The language generated by the grammar is the set of all strings that appear as a sequence of leaves of some well-formed surface structure tree

Peters and Ritchie showed that a transformational grammar formalized in this way with a context-sensitive grammar as its base has the same weak generative capacity as the type 0 grammars. That is, the languages generated by context-sensitive based transformational grammars are just the recursively enumerable sets.

The proof, which we only outline here, proceeds by showing first, for any given context-sensitive based transformational grammar $G$, how to construct a Turing machine that accepts all and only the terminal strings in $L(G)$. Thus, every transformational language is a r e set The converse is proved in the following way. If $L$ is a re set, then there is some type 0 grammar $G_{0}$ generating $L$. Next, a type 1 grammar $G_{1}$ is constructed from $G_{0}$ such that for every $x$ if $x \in L\left(G_{n}\right), x b^{m} \in L\left(G_{0}\right)$ for some integer $m$, and conversely. This is done by taking each rule in the type 0 grammar whose right side is shorter than its left side and adding a sufficient number of $b$ 's (a special symbol not occurring in $L$ ) to make the rule "no-shrinking." Then rules are added which permute the $b$ 's with the other symbols, allowing the $b$ 's to migrate to the right side. Thus $G_{1}$ generates all the strings in $L\left(G_{0}\right)$ (equal to $L$ ) followed by some number of occurrences of $b$ From $G_{1}$ it is possible by using some results of Kuroda (1964) to construct an equivalent type 1 grammar $G_{1}^{\prime}$ in which every string $x b^{m}$ generated is assigned the sort of tree structure shown in Fig $22-1$, where $x=\alpha_{1} \ldots \alpha_{n-1} \alpha_{n}$, and
$A, A^{\prime}, A^{\prime \prime}, A^{\prime \prime \prime}$ etc., are nonterminals distinct from $S . G_{1}^{\prime}$ is then taken as the base of a transformational grammar whose only transformational rule is to delete an occurrence of $b$ if it is the rightmost terminal symbol of the sentence being processed on that cycle. Since this is the deletion of a fixed terminal symbol in a fixed position, it meets the condition on recoverability of deletions. Thus, the transformational component takes as input a tree of the form given in Figure 22-1 and deletes all occurrences of $b$ (together with the nonterminals dominating each $b$ ) to produce a tree having $x=\alpha_{1} \ldots \alpha_{n-1} \alpha_{n}$ as it leaves. This transformational grammar, therefore, generates all and only the strings of the original recursively enumerable set $L$.


Figure 22-1.

Peters and Ritchie were able to show that transformational grammars still generate all r.e. sets even if the base is made context free rather than context sensitive. With a context-free base, however, the filtering effect of the transformational component must be used extensively; this feature is not needed at all for context-sensitive based transformational grammars to generate the r.e. sets.

These results raise serious difficulties for the standard theory. Since it is commonly supposed that natural languages are properly included in the recursive sets, which are, in turn, properly included in the r.e. sets, trans-
formational grammars, by this formulation, are capable of generating sets of strings that are not possible natural languages. One of the goals of linguistic theory is to give a precise characterization of the notion 'possible grammar of a natural language,' and thus this version of the theory of transformational grammar is shown to fail to meet this goal by virtue of being too broad, i.e., allowing too large a class of grammars

The nonrecursiveness of transformational languages was shown by Pe ters and Ritchie (1971) to arise solely from the fact that for any arbitrarily given transformational grammar $G$, there is no upper bound on the number of $S$-rooted subtrees that can occur in the base phrase marker underlying $\boldsymbol{x}$. This is a consequence of the fact that the theory allows the transformational rules to pare down base phrase markers containing a large number of component $S$ trees to produce very short strings without violating the condition on recoverability of deletion In order for transformational grammars to generate only recursive sets they would have to be restricted in such a way that for any given grammar and any given sentence there is a procedure for determining the maximum number of cycles that could be involved in the derivation of the sentence by the grammar. This would be assured if transformational grammars had, for example, what Peters (1973) has termed the Survivor Property: "if $\phi$ is the input domain of any cycle .. and $\psi$ is the output from that cycle, then $\psi$ contains more terminal nodes than any subpart of $\phi$ on which the transformational cycle operated earlier in the derivation." Peters argued that existing transformational grammars did exhibit this property (with some minor exceptions which do not affect the overall result), a claim challenged by Wasow (1979), who argued that existing grammars could be shown to meet the weaker Subsistence Property (obtained by replacing "more" in the above condition by "no fewer.") This latter property had been shown in unpublished work by Myhill to be sufficient to guarantee the generation of only recursive languages

The insufficiently restricted state the theory allowed an even more disturbing conclusion to be drawn: Given the sort of data that linguists ordinarily consider relevant, the Universal Base Hypothesis (the conjecture that the grammars of all natural languages have the same base rules) could not be proved false. The essential part of the argument comes in showing that even the trivial base component consisting of just two right-linear rules,

$$
\begin{array}{ll}
(22-1) & \text { 1. } S \rightarrow S \# \\
& \text { 2. } S \rightarrow a_{1} a_{2} \ldots a_{n} b \#
\end{array}
$$

together with a small number of transformational rules, suffice to generate
any recursively enumerable language on the alphabet $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$. From this it is relatively straightforward to show that there are an infinite number of such trivial "universal bases." This result still holds when the grammar is constrained to be 'descriptively adequate,' in the sense that it give the intuitively correct results with respect to grammaticality, ambiguity, and paraphrase. Thus, given the powerful nature of the standard theory, certain propositions such as the Universal Base Hypothesis, whose truth value ought to depend on the facts of natural language, turn out to be trivially true.

Results such as these provide a particularly convincing demonstration of the importance of finding precise mathematical formulations of the grammars allowed by a linguistic theory, for it is only with the aid of such formulations that the consequences of the theory can be carefully investigated. Without them, we have little hope of being able to prove a theory wrong, much less of seeing wherein it fails and how it might possibly be corrected.
|

## Appendix E-I

## The Chomsky Hierarchy

Figure E.I-1 shows the inclusion relations that hold among the formal languages considered in this section (this is essentially the Chomsky Hierarchy). Tables E.I-1 and E I-2 are a summary of closure and decision properties for these classes of languages

$\dagger$ The context sensitive languages are the non-deterministic linear bound automaton languages-\{ $e\}$. It is not known whether the deterministic linear bounded automaton languages are equal to the non-deterministic lba languages or are a proper subset.

## Figure E.I-1: Inclusion relations of the classes of formal languages

|  | Operation |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Class of languages | $\cup$ | $\cap$ | comple- <br> mentation |  | $*$ | with a regu- <br> lar language |
| Regular | yes | yes | yes | yes | yes | yes |
| Det. pda | no | no | yes | no | no | yes |
| Context free | yes | no | no | yes | yes | yes |
| Context sensitive | yes | yes | $?$ | yes | no | yes |
| Recursive | yes | yes | yes | yes | yes | yes |
| Recursively enu- <br> merable | yes | yes | no | yes | yes | yes |

${ }^{\dagger}$ The context sensitive languages do not contain $e$ and therefore are never equal to $\Sigma^{*}$
Table E.I-1: Summary of closure properties
of classes of formal languages

|  | Question |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $x \in$ | $L(G)$ | $L(G)=$ | $L\left(G_{1}\right) \subseteq$ | $L\left(G_{1}\right)=$ | $L\left(G_{1}\right) \cap$ |
| Class of languages | $L(G) ?$ |  |  |  |  |  |
| $=\emptyset ?$ | $\Sigma^{*} ?$ | $L\left(G_{2}\right) ?$ | $L\left(G_{2}\right) ?$ |  |  |  |
| $L\left(G_{2}\right)=\emptyset ?$ |  |  |  |  |  |  |
| Regular | yes | yes | yes | yes | yes | yes |
| Det pda | yes | yes | yes | no | $?$ | no |
| Context free | yes | yes | no | no | no | no |
| Context sensitive | yes | no | yes | no | no | no |
| Recursive | yes | no | no | no | no | no |
| Recursively enu- | no | no | no | no | no | no |
| merable |  |  |  |  |  |  |

[^4]Table E.I-2: Summary of decidability properties of classes of formal languages


## Appendix E-II

## Semantic Automata

Since the earliest days of modern generative linguistics the theory of automata and their relation to formal grammars has been a cornerstone of syntactic linguistic theories, but recently semantic applications have been developed by Johan van Benthem for 'quantifier automata' In this section the main idea is outlined and illustrated, but for proofs of the advanced theorems the interested reader is referred to van Benthem (1986), chapter 8.

A generalized quantifier is interpreted as a functor $D_{E} A B$ which assigns to each domain $E$ a binary relation between its subsets $A$ and $B$ (see Chapter 14). In the procedural view of quantifiers the determiner $D$ of the $N P$ takes as input a list of members of $A$ marked for their membership in $B$ and either accepts or rejects the list. In its mathematical formulation a determiner $D$ is presented with finite sequences of 0 's and 1 's, where 0 stands for members of $A-B$ and 1 for members of $A \cap B$, respectively The output of $D$ is either 'yes' or 'no', depending on whether or not $D_{E} A B$ is true for the sequence read

## Examples:

Every AB is recognized by the finite state machine in Fig. E.II-1. Every AB is true iff $|A-B|=0$, so the Every automaton should accept all and only those sequences consisting of only 1 's.

In all figures $S_{0}$ is the initial state, and the square state always marks an accepting state, so in Fig E.II- $1 S_{0}$ is also the accepting state. For instance, for every man walks the 1 's represent men who walk and the 0 's men who do not walk. The automaton accepts only 1's, i.e., whenever $A \subseteq A \cap B$. The negated quantifier not every $\mathbf{A B}$ is obtained by reversing the accepting and rejecting states of the every automaton.


Figure E.II-1: Every automaton


Figure E.II-2: Not every automaton

The not every automaton accepts sequences that consist of at least one $A$ that is not in $B$. Reversal of accepting and rejecting states in finite state automaton for a determiner gives in general the automaton for the (externally) negated determiner. The automaton for at least one (some), the dual of every, should accept any sequence containing at least one 1 , ie, one $A$ that is also in $B$. It exchanges 1 and 0 in the initial state of the every automaton and reverses its accepting and rejecting states.

To complete the traditional Square of Opposition the no automaton, the negation of the at least (some) automaton, reverses its accepting and rejecting states, and accepts only sequences consisting of only 0 's.


## Figure E.II-3: At least one (some)

automaton


Figure E.II-4: No automaton

## Comparison to the tree of numbers

There is a clear relation between the finite state automata for these determiners and their tree of numbers representation (see Chapter 14). In a tree of numbers a node $\langle x, y\rangle$ corresponds to $x$ 0's and $y$ 1's in the input for the automaton, since $x=|A-B|$ and $y=|A \cap B|$. The tree for every shows that only the right most pair of numbers on each line is not in the quantifier. The trees for at least one (some) and no are related in exactly the same way. Thus we see that negation of a quantifier reverses the tree pattern and switches accepting and rejecting states.

From a given tree the corresponding automaton can be derived by a reduction algorithm. Let us look at the example for at least one first. Nodes in the tree are first identified with states, connected by adding 0 's or 1's, and accepting states are indicated by squares. This can be shown equivalent to the simpler automaton in figure E II-3 by the reductions in


Figure E.II-5: The at least one tree of numbers turned into an automaton

Fig. E.II-6
The procedure which turns a tree into an automaton is specified as:
(i) look at the downward triangle generated by a node $\langle x, y\rangle$
(ii) turn it into a $+/-$ pattern
(iii) if it is identical to the triangle pattern of the node above and to the right, it should correspond to the same state as that one
(iv) if it is identical to the node up and left, it is the same state as that one
(v) the minimum number of states should be the number of distinct triangle patterns in the tree
This procedure may not be completely general for arbitrarily complex determiners, but it works well for the limited cases we consider here. Here is one more complicated example for exactly two AB.

In Figure E.II-7 the square states are the accepting states again, and the bold face states represent the four states needed for the automaton, corresponding to the four different triangle patterns in Fig. EII-8. The exactly two automaton is shown in Fig. E.II-9.
(1) mark all accepting states with + -all rejecting states with $\square$
(2) the configuration:

corresponds to the acceptance for ever after-state
(3) the configuration:
corresponds to the rejection for ever after-state

(4) the configuration:

corresponds to the acceptance with 0 -state

(5) the configuration:

corresponds to the rejection with 0 -state

(6) the configuration:

corresponds to the acceptance with 1 -state

(7) the configuration:

corresponds to the rejection with 1 -state


Figure E II-6.

## Appendix E-II



Figure E.II-7: The tree/automaton for exactly two


Figure E.II-8.


Figure EII-9.

## Higher order quantifiers

The determiner most is not recognized by any finite state machine; this follows from the Pumping Lemma. The language for most is context free so it can be recognized by pushdown automaton. The idea is that the stack stores the values read, and that complementary pairs 0,1 or 1,0 of the top stack symbol and the symbol being read are erased as they occur. When the entire sequence has been read the stack should only contain 1's. This is slightly liberal version of a pushdown automaton accepting with a nonempty stack, but it can be turned into a normal pushdown automaton with some additional encoding.

It turns out that higher order quantifiers may need context free languages, but, for instance, the higher order quantifier an even number of is recognized by a finite state machine. The following theorem characterizes the first-order definable determiners.

Theorem EII. 1 (van Benthem (1986)) All and only all first-order definable quantifiers are computable by permutation-invariant and acyclic finite state machines.

Permutation-invariance means that any permutation in the order of 1 's and 0 's of an accepted or rejected list is accepted or rejected, and an automaton is acyclic when it contains no non- trival loops between states A proportional determiner like at least two-thirds is essentially context free A pushdown automaton for it keeps track of two top stack positions, comparing them with the next symbol read. If it reads 1 with 1,0 or 0,1 on top two positions of the stack it erases that top and continues. Likewise if it reads 0 with 1,1 on top. In the other cases the symbol read is stored on top of the stack. When the entire sequence is read, the automaton checks if the stack contains only 1 's, and if so, it recognizes the sequence.

Many other determiners can be recognized by finite state or pushdown automata. It turns out that natural language determiners venture rarely, if at all, beyond the context free realm. For the proofs and more substantial arguments the interested reader is referred to van Benthem (1986).

## Exercises

1. Design finite state automata for:
(a) at least three $A B$
(b) all but one AB
(c) an even number of $A B$
(d) almost all AB (in the sense of 'with at most finitely many exceptions')

## Review Exercises

1. Consider the following grammar $G$ :
$S \rightarrow N$ seems certain
$S \rightarrow$ I am right
$N \rightarrow$ that $S$
(a) List three members of $L(G)$
(b) Abbreviating so that $\Sigma=\{s, c, i, a, r, t\}$, construct a push down automaton which accepts $L(G)$.
2. For each language below, construct a non-deterministic finite state automaton which accepts all and only the specified strings. In all cases the input alphabet $\{0,1\}$.
(a) The terminal language of the following grammar:

$$
S \rightarrow 0 A
$$

$$
S \rightarrow 1 B
$$

$$
A \rightarrow 0 A
$$

$$
A \rightarrow 1 B
$$

$$
B \rightarrow 1 A
$$

$$
B \quad \rightarrow \quad 1
$$

(b) The set of all strings two or more symbols long whose first and last symbols are identical.
(c) The set whose regular expression is (01)* $1^{*} 1$.
3. Find a regular expression for:
(a) The language of problem 2 a above.
(b) The intersection of the languages of 2 b and 2 c .
(c) The set of all strings of 1's and 0 's in which every substring of consecutive 1's is of even length.

| e g. | include: | but not: |
| :--- | :--- | :--- |
| 011001111000 | 00100 |  |
| 0000 | 00110111 |  |
| 1111 | 01 |  |
| 011111 | 111 |  |

4. Construct a Turing machine which operates with the alphabet $\{\#, a, b\}$ which when started in $q_{0}$ will move to the right until it encounters an $a$, change the $a$ into an $b$, then move left until it encounters a different $b$, change that $b$ into an \#, and halt. If there is no $a$ to the right of the initially scanned square, or if there is such an $a$ but no $b$ to its left, the machine will never halt

## Solutions to

## selected exercises

## PART A

## CHAPTER 1

1. (a) $t$; (b) f; (c) f; (d) t; (e) f; (f) $t$; (g) t; (h) f; (i) f; (j) t; (k) f (l) $t$; (m) f; (n) t; (o) f; (p) f; (q) f; (r) $t$
2. (a) yes; (b) no; (c) yes; (d) $\{\{S\}\}$
3. (a) Rule: 1. $5 \in A$
4. If $x \in A, x+5 \in A$

Property: $A=\{x \mid x$ is positive and $x$ is a multiple of 5$\}$
(b) Property: $B=\{x \mid x+3$ is a positive multiple of 10$\}$
or $\quad B=\{x \mid x$ is a positive integer whose last digit is 7$\}$
(c) Rule: 1. $300 \in C$
2. If $x \in C$ and $x<400, x+1 \in C$
(d) Rule: 1. $3 \in D$
$24 \in D$
3. If $x \in D, x+4 \in D$
or 1. $3 \in D$
2. If $x \in D$ and $x$ is odd, $x+1 \in D$
3. If $x \in D$ and $x$ is even, $x+3 \in D$

Property: $D=\{x \mid x$ is a positive multiple of 4 or $x+1$ is a positive multiple of 4$\}$
(e) Rule: 1. $0 \in E$
2. If $x \in E$, then $x+2 \in E$

3 If $x \in E$, then $-x \in E$
(f) Property: $F=\left\{x \left\lvert\, x=\frac{1}{2^{n}}\right.\right.$ where $n$ is a non-negative integer $\}$
5. (c) $\{\emptyset\}$; (d) $\{\{\emptyset\}, \emptyset\}$;
(e) $\{\emptyset,\{\{a\}\},\{\{b\}\},\{\{a, b\}\},\{\emptyset\},\{\emptyset,\{\{a\}\},\{\emptyset,\{b\}\},\{\emptyset,\{a, b\}\},\{\{a\}$, $\{b\}\},\{\{a\},\{a, b\}\},\{\{b\},\{a, b\}\},\{\emptyset,\{a\},\{b\}\},\{\emptyset,\{a\},\{a, b\}\},\{\emptyset,\{b\}$, $\{a, b\}\},\{\{a\},\{b\},\{a, b\}\},\{\emptyset,\{a\},\{b\},\{a, b\}\}\}$
6. (a) $\{a, b, c, 2\}$, (b) $\{a, b, c, 2,3,4\}$, (c) $\{a, b, c,\{c\}\}$, (d) $\{a, b,\{a, b\}$, $\{c, 2\}\},(\mathrm{e})\{b, \mathrm{c}\},(\mathrm{f})\{a, b\},(\mathrm{g})\{a, b\},(\mathrm{h})\{c\},(\mathrm{i}) \emptyset,(\mathrm{j}) \emptyset,(\mathrm{k}) \emptyset$, (l) $\{\mathrm{c}, 2,3,4\},(\mathrm{m}) \emptyset,(\mathbf{n})\{2\},(\mathrm{o})\{a, b,\{c\}\},(\mathrm{p}) \emptyset,(\mathrm{q})\{\{a, b\},\{c, 2\}\}$
7. (a) $\{a, b, c, 2\}$, (b) $\{a, b, \mathrm{c}, 2\}$, (c) $\{a\}$, (d) $\{2\}$, (e) $\{2\}$, (f) $\{a, b, c, 2$, $3,4,\{c\}\},(\mathrm{g})\{2,3,4,\{a, b\},\{c, 2\}\},(\mathrm{h})\{2,3,4,\{a, b\},\{c, 2\}\}$, (i) $\emptyset$, (j) $U,(\mathbf{k})\{b, c, 2\},(\mathbf{l})\{2\},(\mathrm{m}) U,(\mathbf{n}) U$
8. (a) (i) $\{a, b, c, d\}$; (ii) $\{c\}$; (iii) $\{a, b, c, d\}$; (iv) $\emptyset$; (v) $\{c, d\}$; (vi) $\emptyset$; (vii) $\{a, b\}$
(b) (i) no; (ii) yes
9. (b) 1. $A \cap(B-A)$
$2 A \cap\left(B \cap A^{\prime}\right)$ Compl.
3. $\left(B \cap A^{\prime}\right) \cap A$ Comm.
4. $B \cap\left(A^{\prime} \cap A\right)$ Assoc.
5. $B \cap\left(A \cap A^{\prime}\right)$ Comm.
6. $B \cap \emptyset$ Compl.
7. $\emptyset$ Ident.
11. (b) 1. $(A \cup B)-(A \cap B)$
2. $(A \cup B) \cap(A \cap B)^{\prime}$ Compl.
$3(A \cup B) \cap\left(A^{\prime} \cup B^{\prime}\right) \quad$ DeM.
4. $\left((A \cup B) \cap A^{\prime}\right) \cup\left((A \cup B) \cap B^{\prime}\right) \quad$ Distr.
$5 \quad\left(A \cap A^{\prime}\right) \cup\left(B \cap A^{\prime}\right) \cup\left(A \cap B^{\prime}\right) \cup\left(B \cap B^{\prime}\right) \quad$ Distr (twice)
6. $\emptyset \cup\left(B \cap A^{\prime}\right) \cup\left(A \cap B^{\prime}\right) \cup \emptyset \quad$ Compl. (twice)
7. $\left(B \cap A^{\prime}\right) \cup\left(A \cap B^{\prime}\right)$
8. $(B-A) \cup(A-B)$
9. $(A-B) \cup(B-A)$

Ident. (twice)
Compl (twice)
Comm (twice)
(c) $(X \cup Y)-(X \cap Y)=(Y \cup X)-(Y \cap X)$ by the commutativity of union and intersection.
(d) (i) $\emptyset$, (ii) $A^{\prime}$, (iii) $A$, (iv) $B-A$, (v) $A \cup B$
(e) $1 \quad(A-B)+(B-A)$
2. $((A-B) \cup(B-A))-((A-B) \cap(B-A)) \quad$ Def of $A+B$
$3 \quad(A+B)-((A-B) \cap(B-A))$
4. $(A+B)-\left(\left(A \cap B^{\prime}\right) \cap\left(B \cap A^{\prime}\right)\right)$
$5 \quad(A+B)-\left(A \cap A^{\prime} \cap B \cap B^{\prime}\right)$
6. $(A+B)-\emptyset$
7. $(A+B) \cap \emptyset^{\prime}$
8. $(A+B) \cap U$
9. $(A+B)$ Def of $A+B$
Compl
Assoc., Comm.
Compl., Ident.
Compl
Compl
Ident.
(f) 1. $(A+B) \subseteq B$
2. $(A+B) \cup B=B \quad$ Cons. Prin.
3. $((A \cup B)-(A \cap B)) \cup B=B$

Def. of $A+B$
4. $\left((A \cup B) \cap(A \cap B)^{\prime}\right) \cup B=B$

Compl
5. $\left((A \cup B) \cap\left(A^{\prime} \cup B^{\prime}\right)\right) \cup B=B$

DeM.
6. $((A \cup B) \cup B) \cap\left(\left(A^{\prime} \cup B^{\prime}\right) \cup B\right)=B \quad$ Distr.
7. $(A \cup(B \cup B)) \cap\left(A^{\prime} \cup\left(B^{\prime} \cup B\right)\right)=B \quad$ Assoc. (twice)
8. $(A \cup B) \cap\left(A^{\prime} \cup U\right)=B$
9. $(A \cup B) \cap U=B$
10. $A \cup B=B$
11. $A \subseteq B$

Idemp, Ident.
Ident.
Ident
Cons. Prin.

## CHAPTER 2

1. (a) (i) $\{\langle b, 2\rangle,\langle b, 3\rangle,\langle c, 2\rangle,\langle c, 3\rangle\}$;
(ii) $\{\langle 2, b\rangle,\langle 2, c\rangle,\langle 3, b\rangle,\langle 3, c\rangle\}$;
(iii) $\{\langle b, b\rangle,\langle b, c\rangle,\langle c, b\rangle,\langle c, c\rangle\}$;
(iv) $\{\langle b, 2\rangle,\langle b, 3\rangle,\langle c, 2\rangle,\langle c, 3\rangle,\langle 2,2\rangle,\langle 2,3\rangle,\langle 3,2\rangle,\langle 3,3\rangle\}$;
(v) $\emptyset$ (since $A \cap B=\emptyset$ ); (vi) same as $A \times B$
(b) (i) True; (ii) False; (iii) False, $\langle c, c\rangle \in(A \times A)$; (iv) True;
(v) True; (vi) True; (vii) True
(c) (i) $\operatorname{dom}(R)=A, \operatorname{ran}(R)=\{b, 2,3\}$;
(ii) $R^{\prime}=\{\langle b, c\rangle,\langle b, 3\rangle,\langle c, b\rangle,\langle c, c\rangle\}$,
$R^{-1}=\{\langle b, b\rangle,\langle 2, b\rangle,\langle 2, c\rangle,\langle 3, c\rangle\} ;$
(iii) No

2．In relations from $A$ to $B$ each of $a, b$ ，and $c$ can be paired with 1 ， with 2 ，with both 1 and 2 ，or with neither，i．e，in four possible ways Therefore there $4 \times 4 \times 4=64$ distinct relations．In functions from $A$ to $B$ each of $a, b$ ，and $c$ can be paired with 1 or 2 ，i e．，in two possible ways．Therefore，there are $2 \times 2 \times 2=8$ distinct functions． Six of these are onto（only $\{(a, 1),(b, 1),(c, 1)\}$ and $\{(a, 2),(b, 2),(c, 2)\}$ are not onto）．Since none of these are one－to－one and onto，none have inverses that are functions There are $8 \times 8$ distinct relations from $B$ to $A$ of which $3 \times 3=9$ are functions．None are onto，six are one－to－one， and none have inverses that are functions

3．（a）$R_{2} \circ R_{1}=\{\langle 1,2\rangle,\langle 1,4\rangle,\langle 1,3\rangle,\langle 2,2\rangle,\langle 2,4\rangle,\langle 2,3\rangle,\langle 3,4\rangle,\langle 4,2\rangle$ ， $\langle 4,3\rangle,\langle 4,4\rangle\}, R_{1} \circ R_{2}=\{\langle 3,4\rangle,\langle 3,1\rangle,\langle 1,1\rangle,\langle 1,2\rangle,\langle 1,4\rangle,\langle 2,4\rangle,\langle 2,3\rangle$, $\langle 2,1\rangle,\langle 1,3\rangle\}$
（b）$R_{1}^{-1} \circ R_{1}=\{\langle 1,1\rangle,\langle 1,2\rangle,\langle 1,4\rangle,\langle 2,1\rangle,\langle 2,2\rangle,\langle 2,4\rangle,\langle 3,3\rangle,\langle 3,4\rangle$ ， $\langle 4,4\rangle,\langle 4,3\rangle,\langle 4,2\rangle,\langle 4,1\rangle\}$

## CHAPTER 3

1．（a）（ii）irreflexive，non－symmetric，non－transitive
Note：In considering transitivity，it can be misleading to consider only triples of distinct elements，as this example shows For if $a$ is the brother of $b(a B b)$ and $b B c$ ，and $a, b, c$ are all distinct，$a$ must indeed be the brother of $c$ ．But consider a pair of brothers：$a B b$ and $b B a$ ； now it is false that $a$ is the brother of $a$ ，as one would have to conclude if the relation were transitive．

2．（a）Irreflexive（no utterance forms a minimal pair with itself），symmet－ ric，nontransitive（eg，〈cat，bat〉 and 〈bat，bag〉 are minimal pairs but not（cat，bag 〉），and nonconnected；
（d）Irreflexive or reflexive（depending on how the term＇allophone＇is interpreted），symmetric，transitive（if＂phonemic overlap＂is excluded， otherwise nontransitive）and nonconnected．If one takes the view that it is reflexive，symmetric，and transitive，then $A$ is an equivalence rela－ tion that partitions the set of English phones into equivalence classes corresponding to the（＂taxonomic＂）phonemes of English；
（e）Reflexive，symmetric，transitive，and nonconnected（in general）．
Each equivalence class contains all the sets that have the same num－ bers of members；
3. (a) $R_{1}$ and $R_{1}^{-1}$ : reflexive, antisymmetric, nontransitive, nonconnected; $R_{1}^{\prime}$ : irreflexive, nonsymmetric, nontransitive, nonconnected; $R_{2}$ and $R_{2}^{-1}$ : irreflexive, asymmetric, transitive, connected; $R_{2}^{\prime}$ : reflexive, antisymmetric, transitive, connected; $R_{3}$ and $R_{3}^{-1}$ : nonreflexive, symmetric, nontransitive, nonconnected; $R_{3}^{\prime}$ : nonreflexive, symmetric, nontransitive, nonconnected; $R_{4}$ and $R_{4}^{-1}$ : reflexive, symmetric, transitive, nonconnected; $R_{4}^{\prime}$ : irreflexive, symmetric, intransitive, nonconnected; $R_{4}\left(=R_{4}^{-1}\right)$ is an equivalence relation. The partition induced in $A$ is $\{\{1,3\},\{2,4\}\}$
(b) $\{\langle 1,1\rangle,\langle 2,2\rangle,\langle 3,3\rangle,\langle 4,4\rangle,\langle 2,3\rangle,\langle 3,2\rangle\}$
(c) 15
4. The fallacy lies in ignoring the if-clause in the definition of symmetry: if $a R b$, then $b R a$ The "proof" takes $a R b$ for granted, so a counterexample can be constructed by finding a relation $R$ which is symmetric and transitive on a certain set $S$ where for some $a, a$ does not bear the relation $R$ to any member of $S$. Such an example is the following: Let $S$ be the set of all humans and let $R$ be defined by ' $a R b$ if and only if $a$ and $b$ have the same parents and those parents have at least two children'. Then an only child does not bear $R$ to anyone, including himself. (A simpler $R$ might be 'has the same oldest brother as', but it could be objected that the relation is simply not defined, rather than failing to hold among people who have no older brothers.)
5. (a) $R=\{\langle 1,1\rangle,\langle 2,2\rangle,\langle 3,3\rangle,\langle 5,5\rangle,\langle 6,6\rangle,\langle 10,10\rangle,\langle 15,15\rangle,\langle 30,30\rangle$, $\langle 1,2\rangle,\langle 1,3\rangle,\langle 1,5\rangle,\langle 1,6\rangle,\langle 1,10\rangle,\langle 1,15\rangle,\langle 1,30\rangle,\langle 2,6\rangle,\langle 2,10\rangle,\langle 2,30\rangle$, $\langle 3,6\rangle,\langle 3,15\rangle,\langle 3,30\rangle,\langle 5,10\rangle,\langle 5,15\rangle,\langle 5,30\rangle,\langle 6,30\rangle,\langle 10,30\rangle,\langle 15,30\rangle\}$, which is reflexive, antisymmetric, transitive, and nonconnected.
(b) 1 is minimal and least; 30 is maximal and greatest.

## CHAPTER 4

1. There is one-to-one correspondence of every set with itself-for example, the identity function. Thus, the relation of equivalence of sets is reflexive. If $f$ is a one-to-one correspondence from $A$ to $B$, then $f^{-1}$ is a one-to-one correspondence from $B$ to $A$. Therefore, the relation is symmetric If $f$ and $g$ are one-to one correspondences from $A$ to $B$ and
from $B$ to $C$, respectively, then $g \circ f$ is a one-to-one correspondence from $A$ to $C$. (This can be easily shown by an indirect proof.) Thus, the relation is transitive.
2. The set can be denoted $\left\{10^{1}, 10^{2}, 10^{3}, 10^{4}, \ldots\right\}$,
3. The cardinality is $\aleph_{0}$. A $1-1$ correspondence between the set of all sentences of English and the natural numbers could be established as follows: First, arrange all the sentences into groups according to the number of symbols in their written form, and order these groups linearly starting with the group of the shortest sentences. Within each group, arrange the sentences alphabetically (using some arbitrary convention for the punctuation marks and space). This procedure puts all the sentences into a single linear order, and thus establishes a $1-1$ correspondence between the sentences and the natural numbers
4. The hotelkeeper uses his intercom to ask each guest to move into the room whose number is twice the number of his present room That leaves all the odd numbered rooms empty, so each football player can double the number on his shirt and subtract one to find his room number.
5. (a) The turtles can be numbered as follows:

|  |  | 0 |  |  |
| :--- | :--- | :--- | :--- | :--- |
| 3 | 1 |  | 2 |  |
| 3 |  | 4 |  | 5 |

Since the turtles can be effectively listed, so can the corresponding monotheistic sects, and the cardinality of the set of such sets is therefore $\aleph_{0}$;
(b) Taking the preceding enumeration, it is clear that each sect corresponds to a subset of the set of all natural numbers; the atheistic sect corresponds to $\emptyset$, the monotheistic sets to singleton sets. The set of all sects therefore can be put in one-to-one correspondence with $\mathcal{P}(N)$ and thus has cardinality $2^{K_{0}}{ }_{\text {. }}$
7. (a) Let $A=\{1,2,3, \ldots\}$ and $B=\{0\}$
(b) Let $A=\{0,1,2, \ldots\}$ and $B=\{a, b\}$. The set $\{\langle 0, a\rangle,\langle 0, b\rangle$,
$\langle 1, a\rangle,\langle 1, b\rangle,\langle 2, a\rangle,\langle 2, b\rangle, \ldots\}$ is mapped $1-1$ onto $\{0,1,2,3, .$.$\} by$ $f(n, a)=2 n, f(n, b)=2 n+1$.
(c) Let $A=\{0,2,4,6, \ldots\}$ and $B=\{1,3,5,7, \ldots\}$,
(d) Let $A=\{0,1,2,3, \ldots\}$ and let $B$ be the set of "primed" integers $\left\{0^{\prime}, 1^{\prime}, 2^{\prime}, 3^{\prime}, \ldots\right\}$ disjoint from $A A \times B$ is equivalent to $A \times A$, which has cardinality $\aleph_{0}$.

## REVIEW PROBLEMS, PART A

1. (a) $A_{4} ;(\mathrm{b}) \emptyset ;(\mathrm{c}) A_{5} ;(\mathrm{d}) A_{4}$
2. Sample answers:
(a) Let $a R b$ be $a+b=5$ or $|a-b|=1$ or $a \times b=24$ or ' $a+b$ is odd'.
(b) Let $a R b$ be $a>b$ or ' $a-b$ is positive'.
3. (a) Antisymmetric, transitive, reflexive
(b) Yes. If $n \in N, n=\{0,1,2,3, \ldots, n-1\}$. If $x \in n, \boldsymbol{x}$ is a natural number smaller than $x$. Then since all the members of $x$ are natural numbers smaller than $x$, they are also smaller than $n$ and therefore members of $n$. Hence $x$ is a subset of $n$. It is a proper subset, i.e, not equal to $n$, because $x$ was given as a member of $n$, and the members of $n$ do not include $n$ itself.
4. (a) The set of all members could be represented graphically in a family tree diagram:

where left-to-right order of branches from a single node represents oldest-to-youngest order among brothers. Then the nodes can be ef-
fectively enumerated proceeding top-to-bottom and left-to-right:

(b) Assume that the set of all clubs is denumerably infinite, so that the clubs could be listed as $C_{0}, C_{1}, C_{2}, C_{3}$, .. Then define a new club $C^{\times}$by the membership requirement:

$$
\operatorname{man}_{i} \in C^{*} \text { if and only if } \operatorname{man}_{i} \notin C_{i}
$$

Since $C^{*}$ is thereby made distinct from every club in the putative listing, the listing could not have been complete, i.e, no complete effective enumeration is possible.
6. (asterisked entries are discussed below)

|  | PO | SO | WO |
| :--- | :--- | :--- | :--- |
| (a) | yes | yes | no |
| (b) | yes | yes | no |
| (c) | yes | yes | no* |
| (d) | no* | no | no |
| (e) | yes | yes | yes |
| (f) | yes | no* | no |
| (g) | yes | yes | yes* |
| (h) | yes | yes | no* |

(c) It is easy to be misled into thinking that the negative rational numbers with 0 are well-ordered by the relation $\geq$, because the whole set does have a first element, namely 0 . But well-ordering requires that every subset have a first element, and there are in this case infinitely many subsets that do not. Consider, for example, the subset consisting of all the negative rational numbers less than -1 . There is no first (i.e. largest) number in that set, since for any rational number $x$ which is
less than -1 it is possible to find another rational number $y$ which is larger than $x$ but still smaller than -1 ;
(d) The set is not even partially ordered, because two distinct strings may have the same length-i.e, antisymmnetry does not hold;
(f) The ordering looks like this:

$$
\begin{aligned}
& 0,2,4,6,8 \\
& 1,3,5,7,9
\end{aligned}
$$

with no relation holding between any evens and any odds. This sort of ordering satisfies the partial ordering definition, but fails to meet the linear-ordering requirement that $R$ hold in some direction between every pair of elements.
(g) The ordering looks like this:

$$
0,2,4,6,8,10, \ldots, 1,3,5,7,9, \ldots
$$

This is a well-ordering; every subset has a first element, which will be the smallest even number in the subset, if there are any, and otherwise the smallest odd number in the subset;
(h) The ordering looks like this:

$$
, 9,7,5,3,1,0,2,4,6,8, \ldots
$$

This is not a well-ordering, since any subset which includes infinitely many odd numbers will lack a first member.
7. If $|A| \geq|B|$ and $|B| \geq|C|$, there are functions $f: A \rightarrow B$ and $g: B \rightarrow C$ which are onto $B$ and $C$, respectively. We prove that $g \circ f$ is an onto function (from $A$ to $C$ ). Assume that it is not onto. Then there is some $z \in C$ such that for no $x \in A,(g \circ f)(x)=z$, i.e, $g(f(x))=z$. But $g$ is onto $C$, and thus there is some $y \in B$ such that $g(y)=z$. Thus it must be that there is no $x \in A$ such that $f(x)=y$. But this contradicts the assumption that $f$ is onto $B$. Therefore, $g \circ f$ is onto $C$, and $|A| \geq|C|$

## PART B

## CHAPTER 6

1. (Other proposition letters may be used, other interpretations may be argued for, and other equivalent symbolizations are possible for any given interpretation.)
(a) $j=$ John is in that room, $m=$ Mary is in that room, $j \vee m$
(b) $a=$ the fire was set by an arsonist, $e=$ there was an accidental explosion in the boiler room, $(a \vee e) \& \sim(a \& e)$, or equivalently, $a \leftrightarrow \sim e$
(c) $r=$ it rains, $p=$ it pours:
(1) If the statement means that every rainstorm is a big one, then "when" must be translated as "if and only if", since it can't pour without raining: $r \leftrightarrow p$
(2) In the famous salt advertisement, the second "it" refers to salt, which presumably can also pour when it isn't raining, $r \rightarrow p$
(d) $s=$ Sam wants a dog, $a=$ Alice prefers cats, $s \& a$. (The difference between "but" and "and" relates to the content of the conjoined sentences, not their truth values)
(e) $l=$ Steve comes home late, $s=$ Steve has had some supper, $r=$ we will reheat the stew:
(1) If one interprets the "if" as "if and only if", then the proposition can be symbolized as $(l \& \sim s) \leftrightarrow r$
(2) Under the interpretation that the stew may be reheated in any case, then the symbolic form is $(l \& \sim s) \rightarrow r$
(f) $c=$ Clarence is well educated, $r=$ Clarence can read Chuvash, $c \rightarrow r$
(g) $c=$ this cat goes, $i=I$ go, $c \vee i$, or equivalently $\sim c \rightarrow i$ (The statement might also be taken to mean $\sim c \leftrightarrow i$.)
(h) $m=$ Marsha goes out with John, $b=$ John shaves off his beard, $d=$ John stops drinking, $m \rightarrow(b \vee d)$ (The statement might also be taken to mean $m \leftrightarrow(b \& d)$.)
(i) $n=$ negotiations commence, $b=$ Barataria ceases all acts of aggression against Titipu, $n \rightarrow b$
2. (a) $j=$ John is going to the movies, $b=$ Bill is going to the movies, $t=$ Tom is going to the movies, $j \& b \& \sim t$
(b) $s=$ Susan likes squash, $t=$ Susan likes turnips, $\sim(s \vee t)$ or equivalently, $\sim s \& \sim t$
(c) $p=$ Peter is going to the party, $f=$ Fred is going to the party, $i=\mathrm{I}$ am going to the party, $\sim(p \vee f) \rightarrow \sim i$ or equivalently, $(\sim p \& \sim f) \rightarrow \sim i$
(d) $l=$ Mary has gotten lost, $a=$ Mary has had an accident, $h=$ Mary will be here in five minutes, $(\sim l \& \sim a) \rightarrow h$ or equivalently, $\sim(l \vee a) \rightarrow h$
(e) $b=$ a bear frightened the boys, $w=$ a wolf frightened the boys, $b \vee w$
(f) $p=$ a party would have amused the children, $s=$ a softball game would have amused the children, $p \& s$. (Perhaps $p \vee s$ could be argued for, but under the natural interpretation that either one would have amused them, then one is saying both that a party would have amused them and that a softball game would have amused them.)
3. (b) False; (d) True; (f)False
4. (a) and (b) are logically equivalent.
5. (b) $p: 1, q: 0$, or $p: 0, q: 1$;
(d) $p: 1, q: 0, r: 0$ or $1, s: 1$;
(e) $p: 1, q: 0, r: 1, s: 1$, or $p: 0, q: 1, r: 1, s: 1$
6. (a) tautology; (b) contingent; (c) tautology; (d) contradiction; (e) con tingent
7. (a) $p \rightarrow q$ can be defined as $\sim(p \& \sim q)$
(b) $p \& q$ can be defined as $\sim(\sim p \vee \sim q)$
(c) $p \leftrightarrow q$ can be defined as $(p \rightarrow q) \&(q \rightarrow p)$
8. (a) 1. $\sim p \vee(p \& q)$
9. $(\sim p \vee p) \&(\sim p \vee q)$ Distr
10. $(p \vee \sim p) \&(\sim p \vee q) \quad$ Comm.
11. $T \&(\sim p \vee q) \quad$ Compl.
12. $(\sim p \vee q) \& T \quad$ Comm.
13. $\sim p \vee q$ Ident.
(b) $\sim p$; (c) $F$; (d) $\sim p$; (e) $T$
14. (a) $\begin{array}{lll}\text { 1. } & p \rightarrow q & \\ \text { 2. } & q \rightarrow r & \\ & \text { 3. } & \sim r \\ & \text { 4 } & \sim q\end{array} \quad 2,3, \mathrm{MT}$.
(d) 1. $p \rightarrow \sim q$
15. $\quad r \rightarrow q$

16. $\sim q \quad 1,4$, M.P.

| 6. | $\sim r$ | $2,5, \mathrm{M} . \mathrm{T}$ |
| :--- | :--- | :--- |
| 7. | $s$ | $3,6, \mathrm{M} . \mathrm{P}$. |

8. $p \rightarrow s$ 4-7, C.P.
(f) 1. $p \vee(q \& r)$
9. $\sim t$
10. $(p \vee q) \rightarrow(s \vee t)$
11. $\sim p$
12. $(p \vee q) \&(p \vee r) \quad 1$, Distr
13. $p \vee q$ 5, Simpl
$7 s \vee t$
3,6, M.P.
14. $s$ 2,7, D.S
15. $p \vee r$

5, Simpl
10. $r$

4,9, D.S.
11. $r \& s$

8, 10, Conj
(h) 1. $\sim p \rightarrow q$
2. $r \rightarrow(s \vee t)$
3. $s \rightarrow \sim r$
4. $p \rightarrow \sim t$

| 5. | $r$ | Auxiliary Premise |
| ---: | :--- | :--- |
| 6. | $s \vee t$ | 2,5, M.P. |
| 7. | $\sim s$ | 3,5, M.P. |
| 8. | $t$ | 6,7, D.S. |
| 9. | $\sim p$ | 4,8, M T. |
| 10. | $q$ | 1,9, M.P. |
| 11. | $r \rightarrow q$ | $5-10$, C.P. |

(i) $1 \quad p \rightarrow(q \& r)$
2. $q \rightarrow s$
3. $r \rightarrow t$
$4(s \& t) \rightarrow \sim u$
5. $u$
6. $p$ Auxiliary Premise

| 7 | $q \& r$ | $1,6, \mathrm{M} \mathrm{P}$ |
| ---: | :--- | :--- |
| 8 | $q$ | $7, \mathrm{Simpl}$ |
| 9 | $s$ | $2,8, \mathrm{MP}$ |
| 10 | $r$ | $7, \mathrm{Simpl}$ |
| 11 | $t$ | $3,10, \mathrm{MP}$ |
| 12 | $s \& t$ | $9,11, \mathrm{Conj}$ |
| 13. | $\sim u$ | $4,12, \mathrm{M} \mathrm{P}$ |
| 14. | $u \& \sim u$ | $5,13, \mathrm{Conj}$ |
| 15. | $\sim p$ | $6-14$, Indirect Proof |

(l) 1. $p$
2. $(p \& q) \vee(p \& r)$
3. $(p \vee q) \rightarrow \sim r$
4. $p \vee q \quad 1$, Addn
$5 \sim r$
3,4, MP.
6. $p \&(q \vee r) \quad 2$, Distr.
7. $q \vee r \quad$ 6, Simpl
8. $q$
9. $p \& q \quad 1,8$, Conj
10. $(p \& q) \vee(\sim p \& \sim q) \quad 9$, Addn.
11. $p \leftrightarrow q$

10, Bicond
10. (a) valid, $B=$ the butler killed the baron, $K=$ the cook killed the baron, $C=$ the chauffeur killed the baron, $S=$ the stew was poisoned, $Q=$ there was a bomb in the car:

$$
\begin{array}{ll}
\text { 1. } B \vee K \vee C & \\
\text { 2. }(K \rightarrow S) \&(C \rightarrow Q) & \\
\text { 3. } \sim S \& \sim B & \\
\text { 4. } \sim B & \text { 3, Simpl } \\
\text { 5. } K \vee C & \text { 1,4, D.S. } \\
\text { 6. } K \rightarrow S & \text { 2, Simpl. } \\
\text { 7. } \sim S & \text { 3, Simpl. } \\
\text { 8. } \sim K & \text { 6,7, M.T. } \\
9 C & \text { 5,8, D.S }
\end{array}
$$

(b) Valid; (c) Invalid (recall that ' $p$ only if $q$ ' is represented logically as $p \rightarrow q$ ); (d) Valid; (e) Invalid (let it be false that the segment is voiceless and let all the other elementary propositions be true)
11. (a) $R$ is an equivalence relation since (1) it is reflexive: $x \leftrightarrow x$ is always true
(2) it is symmetric: whenever $x \leftrightarrow y$ is true, $y \leftrightarrow x$ is true (since they have the same truth tables)
(3) it is transitive: if $x \leftrightarrow y$ is true; $y \leftrightarrow z$ is true, then $x \leftrightarrow z$ is true; otherwise, if $x \nleftarrow z$, then for some assignment of truth values to elementary statements there would be some $y$ which is both true and false.
(b) $\{p,(p \vee p),(p \&(q \vee \sim q)),(p \vee(q \& \sim q))\}$
$\{(p \vee q),(\sim q \rightarrow p),(\sim p \rightarrow q)\}$
$\{(p \vee \sim p),(p \rightarrow(q \rightarrow p)),(p \vee(q \vee \sim q))\}$
12. (a)

TRUE
1.
2.
3.
4.


FALSE
$p \& \sim q$
$\sim p \vee r$
$\sim p$
$r$

| 6.1 | $\begin{array}{l}6.2 \\ ====== \\ 7.11 \\ 7.12 \\ ====== \\ 8.121 \\ ======\end{array}$ |
| :--- | :--- |
| $8.122 \sim q$ |  |
| 8.122 |  |
| 8 |  |
| $======$ |  |

All the subtableaux close, so the tableau closes, and the argument is shown to be valid.
(c)

|  | TRUE | FALSE |
| :---: | :---: | :---: |
| 1. | $((p \rightarrow q) \&(s \vee t))$ | $((p \rightarrow q) \vee \sim(s \rightarrow q))$ |
|  | $(t \rightarrow q)$ |  |
| 2. | $(p \rightarrow q)$ |  |
| 3. | $(s \vee t)$ |  |
| 4. |  | $(p \rightarrow q)$ |
|  |  | $======$ |
| 5. |  | $\sim(s \rightarrow q)$ |

This tableau remains open
13. (a) (i) $\mathrm{KKA} p q \mathrm{~A} q \mathrm{~A} \mathrm{~A} p s$, (ii) $\mathrm{CKN} p \mathrm{CN} p q q$, (iii) $\mathrm{CA} p q \mathrm{KE} r p p$
(b) (i) $p \vee((\sim p \& \sim q) \rightarrow(p \&(q \leftrightarrow r)))$
(ii) $(\sim((((p \leftrightarrow q) \leftrightarrow r) \& s) \vee p) \& q) \vee r) \& s$
(iii) $\sim((((p \leftrightarrow q) \& r) \vee s) \rightarrow t)$
(c) $\mathrm{NA} p q \Leftrightarrow \mathrm{KN} p \mathrm{~N} q, \mathrm{NK} p q \Leftrightarrow \mathrm{AN} p \mathrm{~N} q$

## CHAPTER 7

1. (a) $(\forall x)(B(x) \vee W(x)): B(x)-' x$ is black', $W(x)-$ ' $x$ is white'
(c) $(\forall x)(D(x) \rightarrow Q(x)): D(x)-$ ' $x$ is a dog', $Q(x)-' x$ is a quadruped'
(e) $(\forall x)(\exists y) L(x, y): L(x, y)-‘ x$ loves $y^{\prime}$
(g) $(\exists x)(\forall y) L(x, y): L(x, y)-{ }^{'} x$ loves $y$ '
(i) $(\forall x)(L(x, x) \rightarrow(x=j)): L(x, y)-' x$ loves $y^{\prime}, j-{ }^{\prime} \mathrm{John} '$
(k) $(\forall x)((W(x) \& L(g, x)) \rightarrow(K(g, x) \vee M(g, x))):$
$W(x)-$ ' $x$ is a woman', $L(x, y)-$ ' $x$ loves $y$ ',
$g$ - 'you', $K(x, y)-‘ x$ kisses $y$ ', $M(x, y)-‘ x$ loses $y$ '
$(\mathbf{m})(\forall x)((P(x) \& M(x, h)) \rightarrow L(x, h)):$
$P(x)$ - ' $x$ is a person', $h$ - 'New York', $L(x, y)$ - ' $x$ loves $y$ ', $M(x, y)-' x$ lives in $y^{\prime}$
(o) $(\forall x)(\sim L(x, h) \rightarrow \sim N(x, h)):$
$L(x, y)$ - ' $x$ loves $y^{\prime}, h$-'New York', $N(x, y)$ - ' $x$ knows $y$ '
(q) $(\forall x)(\forall y)((F(y, x) \& G(x, y, g) \rightarrow(\exists z)(H(z, y) \& I(g, z, x)))$
$F(x, y)-$ ' $x$ is a finger of $y$ ', $G(x, y, z)-$ ' $x$ gives $y$ to $z$ ',
$H(x, y)-$ ' $x$ is the whole hand of which $y$ is a finger',
$I(x, y, z)$ - ' $x$ takes $y$ from $z$ ', $g-$ 'he'
(s) $((\exists x) N(x) \rightarrow(\forall x) A(x)):$
$N(x)-$ ' $x$ is noisy', $A(x)-$ ' $x$ is annoyed'
(t) $\sim(\exists x) N(x) \& A(j):$
$N(x)$ - ' $x$ made noise', $A(x)$ - ' $x$ was annoyed', $j$ - 'John'
(v) $(\forall x)(A(x) \rightarrow B(x)):$
$A(x)$ - ' $x$ causes bad accidents',
$B(x)-$ ' $x$ is a drunk driver under 18 '
(x) $(\forall x)(A(x) \rightarrow B(x)):$
$A(x)-$ ' $x$ is drunk', $B(x)$ - 'for $x$ to drive is risky'
2. (a) $\sim(\exists x)(P(x) \&(\forall y)(Q(y) \rightarrow A(x, y)))$
(b) $(\forall x(Q(x) \rightarrow(\exists y)(P(y) \& A(y, x)))$
(d) $(\exists x)(P(x) \&(\forall y)(Q(y) \rightarrow \sim A(x, y)))$, although 'some people' migh also be taken to mean not 'at least one person' but 'at least two persons'.
(e) $L(x, y)-‘ x$ likes $y^{\prime},(\forall x)(L(x$, Mary $)) \leftrightarrow \sim I(x$, Mary $\left.)\right)$
(g) $T(x, y)-{ }^{\prime} x$ attempted $y^{\prime}$, $(\forall x)((P(x) \&(\exists y)(Q(y) \& A(x, y))) \rightarrow(\exists z)(Q(z) \& T(x, z)))$
3. (a) $x$ in $P(x)$ bound, last $x$ and the $y$ free; (b) $x$ free, $y$ and $z$ bound;
(c) everything bound; (d) first $x$ bound, everything else free; (e) everything bound
4. (a) (1) Yes. Applying (7-24) to $(\forall z)$ in the translation gives

$$
(\forall z)((\forall x)(\exists y) F(y, x) \&(O(z) \rightarrow I(z))) .
$$

Then $(\forall x)$ and ( $\exists y$ ) can be moved outside by the following sequence of equivalences. Note first that $P \& Q \Leftrightarrow \sim(P \rightarrow \sim Q)$.
Thus, $(\forall x) P(x) \& Q \Leftrightarrow \sim((\forall x) P(x) \rightarrow \sim Q) \Leftrightarrow$
$\sim(\exists x)(P(x) \rightarrow \sim Q)$ (by Law 11) $\Leftrightarrow$
$(\forall x) \sim(P(x) \rightarrow \sim Q)$ (by Law $\left.1^{\prime \prime \prime}\right) \Leftrightarrow$
$(\forall x)(P(x) \& Q)$.
The steps for $(\exists y)$ are similar.
(2) No. Applying (7-24) in reverse to ( $\forall z$ ) in (2) gives

$$
(\exists y)(\forall x)(F(y, x) \&(\forall z)(O(z) \rightarrow I(z)))
$$

which says 'There is something which is everything's father, and all odd numbers are integers'.
(3) Yes. Applying Law 6 to (1).
(b) (1) No (1) is equivalent by Law 9 to $B(a) \rightarrow(\forall x) \sim(M(x) \rightarrow$ $H(x))$, which is equivalent by the steps noted in the answer to $(\mathrm{a}, 1)$ to $B(a) \rightarrow(\forall x)(M(x) \& \sim H(x))$, which says 'Tf Adam is a bachelor, then everything is a man and a non-husband', or loosely, 'If Adam is a bachelor, then everyone is a bachelor'.
(2) Yes. Apply Law 10 to (2), then Law 1.
(3) No. 'It's not the case that if Adam is a bachelor then all men are husbands.' (N.B. This is equivalent to: 'Adam is a bachelor and not all men are husbands.')
(4) Yes.
(c) (1) Yes (by equivalences concerning $\rightarrow, \&$, and $\sim$ ).
(2) Yes, (by Law 12).
5. (a) $(\forall x)(I(x) \rightarrow(\exists y)(I(y) \& L(y, x)))$,
$(\forall x)(\exists y)(I(x) \rightarrow(I(y) \& L(y, x)))$,
$\sim(\exists x)(I(x) \& \sim(\exists y)(L(y, x))$
(and many others; such listings are never exhaustive)
(b) $((\forall x)(P(x) \rightarrow O(x)) \vee(\exists y)(I(y) \& \sim O(y)))$,
$(\exists y)((\forall x)(P(x) \rightarrow O(x)) \vee(I(y) \& \sim O(y)))$,
By various applications of commutativity and Laws 9-12:
$(\forall x)(\exists y)((P(x) \rightarrow O(x)) \vee(I(y) \& \sim O(y)))$,
$(\exists y)(\forall x)((P(x) \rightarrow O(x)) \vee(I(y) \& \sim O(y)))$
(Note that this is one case in which the order of universal and existential quantifiers is immaterial; the reason is that there are no two-place predicates relating $x$ and $y$ )
(c) $((\exists x)(P(x) \& \sim O(x)) \rightarrow(\forall y)((P(y) \& G(y, 7)) \rightarrow O(y)))$. It is natural to try an alphabetic change of variable and a reinterpretation of $\rightarrow$ in terms of $\sim$ and $\vee$, in hopes of leading to an application of Law 3. However, once we get to: $((\forall x) \sim(P(x) \& \sim$ $O(x)) \vee(\forall x)((P(x) \& G(x, 7)) \rightarrow O(x)))$, we see that only Law 4, which is not an equivalence, will apply. With two variables, we can apply Laws 9 and 12 to get: $(\forall x)(\forall y)((P(x) \& \sim O(x)) \rightarrow$ $((P(y) \& G(y, 7)) \rightarrow O(y)))$
(d) $(\forall x)(H(x) \rightarrow M(x)) \rightarrow M(s)$,
$(\exists x)((H(x) \rightarrow M(x)) \rightarrow M(s))$,
$\sim M(s) \rightarrow(\exists x)(H(x) \& \sim M(x))$, etc
6. (a) $\quad(((\exists x) A(x) \&(\exists x) B(x)) \rightarrow C(x))$

1. $\quad(((\exists y) A(y) \&(\exists z) B(z)) \rightarrow C(x))$
2. $\quad(\sim((\exists y) A(y) \rightarrow \sim(\exists z) B(z)) \rightarrow C(x)) \quad$ put in terms of $\sim, \rightarrow$
3. $\quad(\sim(\forall y)(A(y) \rightarrow \sim(\exists z) B(z)) \rightarrow C(x) \quad$ Law 12
4. $\quad(\sim(\forall y)(A(y) \rightarrow(\forall z) \sim B(z)) \rightarrow C(x)) \quad$ Law 1
5. $\quad(\sim(\forall y)(\forall z)(A(y) \rightarrow \sim B(z)) \rightarrow C(x)) \quad$ Law 9
6. $\quad((\exists y)(\exists z) \sim(A(y) \rightarrow \sim B(z)) \rightarrow C(x)) \quad$ Law $1(2 \mathrm{x})$
7. $(\forall y)(\forall z)(\sim(A(y) \rightarrow \sim B(z)) \rightarrow C(x)) \quad$ Law 12 (2x)
8. $(\forall y)(\forall z)((A(y) \& B(z)) \rightarrow C(x))$
(b) $\quad(\forall x) A(x) \leftrightarrow(\exists x) B(x)$
9. $\sim(((\forall x) A(x) \rightarrow(\exists y) B(y)) \rightarrow \sim((\exists w) B(w) \rightarrow(\forall z) A(z)))$ alph. variants and in terms of $\sim \rightarrow$
10. $\sim((\exists x)(\exists y)(A(x) \rightarrow B(y)) \rightarrow \sim(\forall w)(\forall z)(B(w) \rightarrow A(z)))$ Laws $9,10,11,12$
11. $\sim((\exists x)(\exists y)(A(x) \rightarrow B(y)) \rightarrow(\exists w)(\exists z) \sim(B(w) \rightarrow A(z)))$

Law 1
4. $\sim(\forall x)(\forall y)(\exists w)(\exists z)((A(x) \rightarrow B(y)) \rightarrow \sim(B(w) \rightarrow A(z)))$

Laws 10 and 12
5. $\quad(\exists x)(\exists y)(\forall w)(\forall z) \sim((A(x) \rightarrow B(y)) \rightarrow \sim(B(w) \rightarrow A(z)))$ Law 1
6. $\quad(\exists x)(\exists y)(\forall w)(\forall z)((A(x) \rightarrow B(y)) \&(B(w) \rightarrow A(z)))$
7. (a) 1. $\sim(\exists x)(P(x) \& Q(x))$
2. $(\exists x)(P(x) \& R(x))$
3. $P(w) \& R(w) \quad 2$, E.I.
4. $(\forall x) \sim(P(x) \& Q(x))$ 1, Quant. Neg.
5. $\sim(P(w) \& Q(w))$ 4, U.I.
6. $\sim P(w) \vee \sim Q(w) \quad$ 5, DeM.
7. $P(w)$
8. $\sim Q(w)$
9. $R(w)$
10. $R(w) \& \sim Q(w)$

3, Simpl.
11. $(\exists x)(R(x) \& \sim Q(x)) \quad 10$, E.G.
(e) $1(\forall x)(P(x) \rightarrow Q(x))$
2. $R(a)$
3. $P(a)$
4. $P(a) \rightarrow Q(a) \quad$ 1, U.I
5. $Q(a)$

3,4, M.P
$6 R(a) \& Q(a)$
2,5, Conj
$7(\exists x)(R(x) \& Q(x)) \quad 6$, E.G.
(f) 1. $(\forall x)((P(x) \vee Q(x)) \rightarrow R(x))$
2. $(\forall x)((R(x) \vee S(x)) \rightarrow T(x))$
3. $P(v)$

Auxiliary Premise
4. $(P(v) \vee Q(v)) \rightarrow R(v)$

1, I.U.
5. $P(v) \vee Q(v)$

3, Addn.
$6 \quad R(v)$
7. $(R(v) \vee S(v)) \rightarrow T(v)$

4,5, M.P.
8. $R(v) \vee S(v)$

2, U.I.
9. $T(v)$
10. $P(v) \rightarrow T(v)$

6, Addn.
7,8, M. P.
11. $(\forall x)(P(x) \rightarrow T(x))$

3-10, C.P.
$10, \mathrm{U} . \mathrm{G}$.
8. (c) $D(x)=x$ is a duck, $O(x)=x$ is an officer, $P(x)=x$ is (one of) my poultry, $W(x)=x$ waltzes

1. $(\forall x)(D(x) \rightarrow \sim W(x))$
2. $(\forall x)(O(x) \rightarrow W(x))$
3. $(\forall x)(P(x) \rightarrow D(x))$
4. $P(v) \rightarrow D(v) \quad$ 3, U.I.
5. $D(v) \rightarrow \sim W(v) \quad$ 1, U.I.
6. $P(v) \rightarrow \sim W(v) \quad 4,5$, H.S.
7. $O(v) \rightarrow W(v)$

2, U.I.
8. $\sim W(v) \rightarrow \sim O(v)$

7, Cond.
9. $P(v) \rightarrow \sim O(v)$

6,8, H.S.
10. $(\forall x)(P(x) \rightarrow \sim O(x)) \quad$ 9, U.G.

9．（a）

|  | TRUE | FALSE | $D=\{a, \ldots\}$, |
| :--- | :---: | :---: | :---: |
| 1． | $\sim(\exists x) F(x)$ | $\forall x) \sim F(x)$ <br> 2. |  |
| 3. |  | $(\exists x) F(x)$ |  |
| 4． | $F(a)$ | $\sim F(a)$ |  |
| 5. |  |  |  |
|  | $=======$ | $F(a)$ |  |
|  | $======$ |  |  |

（b）

|  | TRUE | FALSE | $D=\{a, b\}$ |
| :---: | :---: | :---: | :---: |
| 1 | $(\forall x)(\exists y) R(x, y)$ | $(\exists y)(\forall x) R(x, y)$ |  |
| 2 | $(\exists y) R(a, y)$ |  |  |
| 3. |  | $(\forall x) R(x, a)$ |  |
| 4. | $R(a, a)$ |  |  |
| 5. |  | $R(a, a)$ |  |
| 6 | $==$ | ＝$===$ $R(b, a)$ |  |
| 7. | $(\exists y) R(b, y)$ |  |  |
| 8. | $R(b, a)$ |  |  |
| 9. | $=====$ | ニニニニニ＝ |  |
| 10 |  | $R(a, b)$ |  |

So a counterexample consists of a model with a universe of dis－ course $D=\{a, b\}$ and an extension $R=\{\langle a, a\rangle,\langle b, b\rangle\}$

| （c） |  | TRUE | FALSE | $D=\{a, \ldots\}$ |
| :--- | :---: | :---: | :---: | :---: |
| 1． | $(\exists y)(\forall x) R(y, x)$ | $(\forall x)(\exists y) R(y, x)$ |  |  |
| 2． | $(\forall x) R(a, x)$ |  |  |  |
| 3. | $R(a, a)$ |  |  |  |
| 4. |  | $(\exists y) R(y, a)$ |  |  |
| 5． |  | $R(a, a)$ |  |  |
|  | $=======$ | $=====$ |  |  |
| 6. |  | $(\exists y) R(y, b)$ |  |  |
| 7. |  | $R(a, b)$ |  |  |
| 8. |  | $R(b, b)$ |  |  |
|  |  |  |  |  |
| 9. | $R(a, b)$ |  |  |  |


| 10. (a) 1 . | $V_{1} \subseteq V_{2} \& V_{2} \subset V_{3}$ | Auxiliary Premise |
| :---: | :---: | :---: |
| 2. | $V_{2} \subset V_{3}$ | 1, Simpl. |
| 3 | $V_{2} \subseteq V_{3} \& V_{2} \neq V_{3}$ | 2, Def of $\subset$ |
| 4. | $V_{2} \subseteq V_{3}$ | 3, Simpl |
| 5 | $V_{1} \subseteq V_{2}$ | 1, Simpl. |
| 6. | $V_{1} \subseteq V_{2} \& V_{2} \subseteq V_{3}$ | 4,5, Conj |
| 7. | $V_{1} \subseteq V_{3}$ | 6, (7-54) |
| 8 | $V_{1}=V_{3}$ | 1, Auxiliary Premise |
| 9. | $V_{1} \subseteq V_{3} \& V_{3} \subseteq V_{1}$ | 8, (7-52) |
| 10. | $V_{3} \subseteq V_{1}$ | 9, Simpl. |
| 11. | $V_{3} \subseteq V_{1} \& V_{1} \subseteq V_{2}$ | 5,10, Conj. |
| 12 | $V_{3} \subseteq V_{2}$ | 11, (7-54) |
| 13. | $V_{2} \subseteq V_{3} \& V_{3} \subseteq V_{2}$ | 4,12 Conj. |
| 14. | $V_{2}=V_{3}$ | 13, (7-52) |
| 15. | $V_{2} \neq V_{3}$ | 3, Simpl. |
| 16. | $V_{2}=V_{3} \& V_{2} \neq V_{3}$ | 14,15, Conj. |
| 17. | $V_{1} \neq V_{3}$ | 8-16, Indirect Proof |
| 18 | $V_{1} \subseteq V_{3} \& V_{1} \neq V_{3}$ | 7,17, Conj. |
| 19. | $V_{1} \subset V_{3}$ | 18, Def. of $C$ |
| 20 | $\left(V_{1} \subseteq V_{2} \& V_{2} \subset V_{3}\right) \rightarrow V_{1} \subset V_{2}$ | 1-19, Conditional Proof |
| 21. | $(\forall X, Y, Z)((X \subseteq Y \& Y \subset Z) \rightarrow$ |  |
|  | $X \subset Z)$ | 20, U. G. |

11. (a) Assume $x \in(A-B)$ Then $x \in A$ and $x \notin B$, from which it follows that $x \in A$. Therefore, if $x \in(A-B)$, then $x \in A$. Thus, $(A-B) \subseteq A$. (b) If $A=B$, then $(A-A) \cup(A-A)=\emptyset \cup \emptyset=\emptyset$. If $(A-B) \cup(B-A)=\emptyset$, then both $A-B=\emptyset$ and $B-A=\emptyset$ (otherwise the union could not equal $\emptyset$ ). $A-B=\emptyset$ means $\sim(\exists x)(x \in A \& x \notin B)$, which by Quant. Neg, DeM, and Cond. is equivalent to $(\forall x)(x \in A \rightarrow x \in B)$, i.e., $A \subseteq B$. Similarly, $B-A=\emptyset$ is equivalent to $B \subseteq A$. Thus, $A=B$. (e) If $x \in \wp(A) \cup \wp(B)$ then $x \in \wp(A)$ and $x \in \wp(B)$. $x \in \wp(A)$ iff $x \subseteq A$ and $x \in \wp(B)$ iff $x \subseteq B$. If $x \subseteq A$ and $x \subseteq B$, then $x \subseteq A \cap B$, and thus $x \in \wp(A \cap B)$. The converse is proved by taking these steps in the opposite order.

## CHAPTER 8

1. Assume that atomic statement is defined as in (8-7)

Base: Every atomic statement is a Pwff (Polish well-formed formula). Recursion: For all $\alpha$ and $\beta$, if $\alpha$ and $\beta$ are Pwff's, then so are

$$
\text { (a) } N \alpha \text {, (b) } A \alpha \beta \text {, (c) } \mathrm{K} \alpha \beta \text {, (d) } \mathrm{C} \alpha \beta \text {, (e) } \mathrm{E} \alpha \beta
$$

Restriction: Nothing else is a Pwff.
2. $f(0)=2, f(n)=(f(n-1))^{2}$;
$f(0)=2$
$f(1)=(f(0))^{2}=2^{2}=4$
$f(2)=(f(1))^{2}=4^{2}=16$
$f(3)=(f(2))^{2}=16^{2}=256$
$f(4)=(f(3))^{2}=256^{2}=65,536$
4. The power set of the set with zero members, $\emptyset$, is $\{\emptyset\}$, which has one member. Since $2^{0}=1$, this establishes the base. To prove the induction step, let $A_{k+1}$, a set with $k+1$ members, be formed from $A_{k}$, a set with $k$ members, by the addition of some element $x$ not in $A_{k}$; i.e., $A_{k+1}=A_{k} \cup\{x\}$. Let $B_{1}, B_{2}, \ldots, B_{2^{k}}$ be the $2^{k}$ members of $\mathcal{P}\left(A_{k}\right)$. $\mathcal{P}\left(A_{k+1}\right)$ contains all these sets plus the sets formed by taking $B_{2^{k}} \cup\{x\}$. This makes an additional $2^{k}$ set. Thus, $\mathcal{P}\left(A_{k+1}\right)$ has $2\left(2^{k}\right)=2^{k+1}$ members. The desired result now follows by Mathematical Induction.
6. The induction fails in going from 1 to 2 as the reader can verify by letting $n$ take on the value 1 in the induction step.
7. 1. $p \rightarrow(q \rightarrow p)$
2. $((\sim q \rightarrow \sim p) \rightarrow(p \rightarrow q)) \rightarrow$

$$
\begin{equation*}
(\sim p \rightarrow((\sim q \rightarrow \sim p) \rightarrow(p \rightarrow q))) \tag{A1}
\end{equation*}
$$

(Subst. $(\sim q \rightarrow \sim p) \rightarrow(p \rightarrow q)$ for $p$ and $\sim p$ for $q$ )
3. $(\sim p \rightarrow \sim q) \rightarrow(q \rightarrow p)$
$4 \quad(\sim q \rightarrow \sim p) \rightarrow(p \rightarrow q)$
(Subst $p$ for $q$ and $q$ for $p$ )

$$
\begin{equation*}
5 \quad \sim p \rightarrow((\sim q \rightarrow \sim p) \rightarrow(p \rightarrow q)) \tag{R2}
\end{equation*}
$$

$6 \quad(p \rightarrow(q \rightarrow r)) \rightarrow((p \rightarrow q) \rightarrow(p \rightarrow r))$
A2
7. $\quad(\sim p \rightarrow((\sim q \rightarrow \sim p) \rightarrow(p \rightarrow q))) \rightarrow$

$$
\begin{equation*}
((\sim p \rightarrow(\sim q \rightarrow \sim p)) \rightarrow(\sim p \rightarrow(p \rightarrow q))) \tag{R1}
\end{equation*}
$$

(Subst $\sim p$ for $p,(\sim q \rightarrow \sim p)$ for $q$, and $(p \rightarrow q)$ for $r$ )
8. $\quad(\sim p \rightarrow(\sim q \rightarrow \sim p)) \rightarrow(\sim p \rightarrow(p \rightarrow q))$
9. $\sim p \rightarrow(\sim q \rightarrow \sim p)$
(Subst. $\sim p$ for $p$ and $\sim q$ for $q$ )
$10 \sim p \rightarrow(p \rightarrow q)$
8. The alphabet is ( $p,^{\prime}, \mathrm{N}, \mathrm{A}, \mathrm{K}, \mathrm{C}, \mathrm{E}$ ); the axioms are the elementary propositions as defined in (8-7); the productions are:

$$
\begin{aligned}
x & \rightarrow \mathrm{~N} x \\
x, y & \rightarrow \mathrm{~A} x y \\
x, y & \rightarrow \mathrm{~K} x y \\
x, y & \rightarrow \mathrm{C} x y \\
x, y & \rightarrow \mathrm{E} x y
\end{aligned}
$$

where $x$ and $y$ are any strings on the alphabet. An equivalent semiThue system has a basic alphabet as above, an auxiliary alphabet $\{Q, R\}$, and axiom set $\{Q\}$, and productions:

$$
\begin{aligned}
& Q \rightarrow \mathrm{NQ} \\
& Q \rightarrow \mathrm{AQQ} \\
& Q \rightarrow \mathrm{~K} Q Q \\
& Q \rightarrow \mathrm{CQQ} \\
& Q \rightarrow \mathrm{EQQ} \\
& Q \rightarrow R \\
& R \rightarrow R^{\prime} \\
& R \rightarrow p
\end{aligned}
$$

9. $A=\{J, K\}, B=\{a\}, S=\{J, K\} ;$

$$
\begin{aligned}
& P: \alpha J \beta \rightarrow \alpha J a a \beta \\
& \alpha J \beta \rightarrow \alpha \beta \\
& \alpha K \beta \rightarrow \alpha K a a a \beta \\
& \alpha K \beta \rightarrow \alpha \beta \\
& \text { where } \alpha, \beta \text { are any strings on }(A \cup B)^{*} .
\end{aligned}
$$

11. If the axiom had not been independent, it would be provable from the remaining axioms But then its deletion from the set of axioms would have no effect on the total system: anything that could be proved before could still be proved If that is not the case, the axiom must have been independent.
12. (c) " 0 " is interpreted as +1 ; "is a natural number" as "is a power of -2 "; "successor of $x$ " as " -2 times $x$ " Thus the sequence is viewed as having the form: $(-2)^{0},(-2)^{1},(-2)^{2},(-2)^{3}$,
13. (a) In this model, the "lines" are not the sides or diagonals of the rectangle, but rather pairs of vertices, by Axiom 1.

(b) Consider an arbitrary point $p$, By Axiom 2 there is at least one other point; call it $q$. By Axiom 3, there is a line containing $p$ and $q$; call it $L_{1 "}$ By Axiom 4, there exists a point not in $L_{1}$; call it $r$. By Axiom 3 again, there is a line containing $p$ and $r$; call it $L_{2}$. Thus $p$ is in at least two lines, $L_{1}$, and $L_{2}$
(c) Assume the empty set is one of the lines. Consider any point $p$ : by (b) above, $p$ is in at least two distinct lines $L_{1}$ and $L_{2}$. But then Axiom 5 is violated, because $p$ is a point not in the empty line, but $L_{1}$ and $L_{2}$ are both lines containing $p$ and disjoint from the above empty line
(d) This was proved in the course of proving (b) above.
(e) No, because Axioms 2 and 3 together contradict the new axiom.

## REVIEW PROBLEMS, PART B

1. If $P \leftrightarrow Q$ is true, then either $P$ and $Q$ are both true or $P$ and $Q$ are both false. In either case $P \vee \sim Q$ is true.
2. Other valid derivations are possible in all the following examples:
(a) $1, p$
3. $q$
4. $p \& q \quad 1,2$, Conj
5. $(p \& q) \vee r 3$, Addn.
(b) 1. $p \leftrightarrow q$
6. $(p \rightarrow q) \&(q \rightarrow p) \quad 1$, Bicond.
7. $(q \rightarrow p) \&(p \rightarrow q) \quad 2$, Comm
8. $q \rightarrow p \quad$ 3, Simpl
$5 \sim q \vee p \quad$ 4, Cond.
(c) 1. $p \rightarrow(q \rightarrow \sim \sim r)$
9. $p \& \sim r$
10. $p \quad$ 2, Simpl.
$4 \rightarrow \quad 3,1$, M.P.
11. $q \rightarrow r \quad$ 4, Compl.
12. $\sim r \& p \quad$ 2, Comm .
13. $\sim r \quad$ 6, Simpl.
$8 . \sim q \quad 7,5, \mathrm{MT}$.
(d) 1.p $\vee q$
$2 \sim p \vee r$
$3 \sim q$
14. $q \vee p \quad 1$, Comm
15. $p$ 4,3 D.S,
16. $p \rightarrow r \quad$ 2, Cond.
17. $r$ 5,6, M.P.
(e) 1. $p \&(q \rightarrow(r \vee \sim \sim s))$
18. $q$
19. $p$

1, Simpl.
4. $q \rightarrow(r \vee \sim \sim s) \quad$ 1, Comm Simpl (2 steps)
5. $r \vee \sim \sim s$ 2,4, M.P
6. $\sim \sim s \vee r$ 5, Comm.
7. $s \vee r$ 6, Compl
8. $p \&(s \vee r)$ 3,7, Conj.
(f) 1. $\sim(p \vee \sim q)$
2. $r \vee p$
$3 \sim p \& \sim \sim q$ 1, De M.
4. $\sim p \quad 3$, Simpl
5. $p \vee r \quad$ 2, Comm.
6. $r \quad 5,4$, D.S
7. $\sim \sim q$ 3, Comm. Simpl. (2 steps)
8. $q \quad 7$, Compl.
9. $q \& r \quad 8,6$, Conj.
(g) 1. $p \rightarrow q$
2. $p \rightarrow(q \rightarrow r)$
3. $q \rightarrow(r \rightarrow s)$

| 4. | $p$ | Auxiliary premise |
| ---: | :--- | :--- |
| 5. | $q$ | 4,1, M.P. |
| 6. | $q \rightarrow r$ | 4,2, M.P. |
| 7. | $r$ | 5,6, M.P. |
| 8. | $r \rightarrow s$ | 5,3, M.P. |
| 9. | $s$ | 7,8, M.P. |
| 10. | $p \rightarrow s$ | $4-9$, Conditional proof |

(h) 1. $r \rightarrow(p \vee s)$
2. $q \rightarrow(s \vee t)$
3. $\sim s$

| 4. | $\sim p \& \sim t$ | Auxiliary premise |
| ---: | :--- | :--- |
| 5 | $\sim p$ | 4, Simpl. |
| 6. | $\sim p \& \sim s$ | 5,3, Simpl. |
| 7. | $\sim(p \vee s)$ | 6, DeM. |
| 8. | $\sim r$ | $7,1, \mathrm{MT}$. |
| 9 | $\sim t$ | 4, Comm. Simpl. |
| 10. | $\sim s \& \sim t$ | 3,9, Conj. |
| 11 | $\sim(s \vee t)$ | 10, DeM. |
| 12. | $\sim q$ | $11,2, \mathrm{MT}$. |
| 13. | $\sim r \& \sim q$ | 8,12, Adjunction |
| 14. | $(\sim p \& \sim t) \rightarrow(\sim r \& \sim q)$ | 4-13 Conditional proof |

(i) 1. $p \rightarrow q$
2. $\sim q \& r$

| 3. | $p$ | Auxiliary premise |
| :--- | :--- | :--- |
| 4. | $q$ | $3,1, \mathrm{M} \mathrm{P}$. |
| 5 | $\sim q$ | 2, Simpl. |
| 6. | $q \& \sim q$ | 4,5, Conj. |
| 7. $\sim p$ | $\sim$ 3-6, Indirect Proof |  |

(j) 1. $p \vee q$
2. $r \& \sim p$

| 3. | $\sim q$ | Auxiliary premise |
| :--- | :--- | :--- |
| 4. | $p$ | 1,3, D. S. |
| 5. | $\sim p \& r$ | 2, Comm. |
| 6. | $\sim p$ | 5, Simpl. |
| 7. | $p \& \sim p$ | 4, 6, Conj. |
| 8. | $q$ | 3-7, Indirect Proof |

(k) 1. $p \leftrightarrow(\sim q \rightarrow r)$
2. $\sim r \& \sim(s \rightarrow q)$

| 3. | $p$ | Auxiliary premise |
| ---: | :--- | :--- |
| 4. | $(p \rightarrow(\sim q \rightarrow r))$ | 1, Bicond. |
|  | $\&((\sim q \rightarrow r) \rightarrow p)$ |  |
| 5. | $p \rightarrow(\sim q \rightarrow r)$ | 4, Simpl. |
| 6. | $\sim q \rightarrow r$ | 3,5, M P. |
| 7. | $\sim(s \rightarrow q)$ | 2, Comm. Simpl. |
| 8. | $s \& \sim q$ | 7, Cond., Compl., DeM. |
| 9. | $\sim q$ | 8, Comm. Simpl. |
| 10. | $r$ | 9,6, M.P. |
| 11. | $\sim r$ | 2, Simpl. |
| 12. | $r \& \sim r$ | 10,11, Conj. |
| 13. | $\sim p$ | 3-12, Indirect Proof |

3. 4. $r \&(p \vee q)$ Premise
1. $\sim(p \& r) \quad$ Premise
2. $\sim(q \& r) \quad$ Premise
3. $r \quad$ 1, Simpl
4. $\sim p \vee \sim r \quad 2, \mathrm{DeM}$.
5. $\sim r \vee \sim p$ 3, Comm.
6. $r \rightarrow \sim p \quad$ 6, Cond
7. $\sim p$ 4,7, M.P.

9-12. $\sim q \quad$ analogous to 5-8
13. $\sim p \& \sim q \quad 8,12$, Conj.
14. $\sim(p \vee q) \quad 13, \mathrm{DeM}$.
15. $p \vee q \quad 1$, Comm., Simpl.

Since 14 is the negation of 15 and both are derived from the premises, the premises are inconsistent.
6. (a) $(\forall x)(h x \rightarrow q x) \&(\exists y)(q y \& \sim h y)$ or
$(\forall x)(h x \rightarrow q x) \&(\exists x)(q x \& \sim h x)$ oт
$(\forall x)(h x \rightarrow q x) \&(\exists x) \sim(q x \rightarrow h x)$ or
$(\forall x)(h x \rightarrow q x) \& \sim(x)(q x \rightarrow h x)$ (or yet others);
(b) Let $I x y: x$ is identical with $y, P x y: x$ is a phonemic transcription of $y, U x: x$ is an utterance, $(\forall x)(\forall y)[(U x \& U y \& \sim I x y) \rightarrow$ $(\forall z)(\forall w)((P z x \& P w y) \rightarrow \sim I z w))]$ or $(\forall x)(\forall y)(\forall z)(\forall w)((U x \& U y \& \sim I x y \& P z x \& P w y) \rightarrow \sim I z w)$
(or any other logically equivalent expression);
7. (b) $D(x)=x$ is a cab driver, $H(x)=x$ is a head waiter, $S(x)=x$ is surly, $C(x)=x$ is churlish

1. $(\forall x)((D(x) \vee H(x)) \rightarrow(S(x) \& C(x))$

| 2 | $D(v)$ | Aux. Premise |
| :--- | :--- | :--- |
| 3 | $D(v) \vee H(v)$ | 2, Addn. |
| 4. | $(D(v) \vee H(v)) \rightarrow(S(v) \& C(v))$ | 1, U.I. |
| 5. | $S(v) \& C(v)$ | 3,4, M.P. |
| 6. | $S(v)$ | 5, Simpl. |
| 7 | $D(v) \rightarrow S(v)$ | 2-6, Cond. Proof |
| 8. | $(\forall x)(D(x) \rightarrow S(x))$ | 7, U.G. |

## PART C

## CHAPTER 9

1. (a) The universal set $U$, the union of all the sets in the collection, is the (two-sided) identity.
(b) If $U$ is a member of the collection, then it is the only element with an inverse; viz., itself
2. (a) $\phi$ is the (two-sided) identity element for union $\phi$ is the only element with an inverse; viz., itself.
(b) $\phi$ is also the (two-sided) identity element for symmetric difference (for all $A, A+\phi=\phi+A=A$ ). Every set $A$ is its own inverse $(A+A=\phi)$.
3. Let $I_{1}$ be a (two-sided) identity for union. Then for all $A, A \cup I_{1}=$ $I_{1} \cup A=A$, by definition. Let $I_{2}$ be another (two-sided) identity and $I_{1} \neq I_{2}$. But when $A=I_{2}$ we have, $I_{2} \cup I_{1}=I_{1} \cup I_{2}=I_{2}$. But since $I_{2}$ is also an identity, $I_{1} \cup I_{2}=I_{1}$, contradicting the assumption that $I_{1} \neq I_{2}$.

## CHAPTER 10

1. Consider the group operation table, or "multiplication table," for addition modulo 4:

| $+\bmod 4$ | 0 | 1 | 2 | 3 |
| ---: | ---: | ---: | ---: | ---: |
| 0 | 0 | 1 | 2 | 3 |
| 1 | 1 | 2 | 3 | 0 |
| 2 | 2 | 3 | 0 | 1 |
| 3 | 3 | 0 | 1 | 2 |

Closure is shown by the fact that every cell of the table if filled with an element of the set $\{0,1,2,3\}$. Associativity must be verified by exhaustion (or else by a general argument, which in this case would take even longer, since the best general argument would go by way of proving associativity for addition over all the integers) The fact that 0 is the unique identity element is evident from the fact that the 0 column and the 0 -row match the outside column and row respectively, and no other rows or columns do. The fact that 1 and 3 are inverses of each other and that 2 and, of course, 0 are each their own inverses can be seen from the position of the 0 's in the table.
2. (a) No; e.g. $703 \equiv 10(\bmod 11)$, and 10 is not in the set, so the closure property fails.
(b) Yes, if it's associative, which in fact it is.
(c) No, $a$ is the identity element; $c$ is its own inverse, but has $d$ as an additional "right-inverse," i.e, $c \circ d=a$, which violates the uniqueness condition on inverses (Corollary 10.2); in addition, $d$ has no "rightinverse," which violates part of axiom G4. Also, the operation is not associative.
(d) Yes. (Remember to check associativity)
(e) No. The identity element is $\emptyset$, but no sets other than $\emptyset$ have inverses.
(f) No. (g) Yes. (h) No.
3. (a) The convention for multiplication tables is that the entry in the $\mathrm{a}^{\text {th }}$ row and the $\mathrm{b}^{\text {th }}$ column shows $a \circ b$, not $b \circ a$. This makes a difference
for non-commutative operations like this one

| $a \circ b$ | $b$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $I$ | $R$ | $R^{\prime}$ | $R^{\prime \prime}$ | H | V | D | $D^{\prime}$ |
| $\bar{I}$ | I | $R$ | $R^{\prime}$ | $R^{\prime \prime}$ | H | V | D | $D^{\prime}$ |
| $R$ | $R$ | $R^{\prime}$ | $R^{\prime \prime}$ | I | D | $D^{\prime}$ | V | H |
| $R^{\prime}$ | $R^{\prime}$ | $R^{\prime \prime}$ | I | $R$ | V | H | $D^{\prime}$ | D |
| $a \quad R^{\prime \prime}$ | $R^{\prime \prime}$ | $I$ | $R$ | $R^{\prime}$ | $D^{\prime}$ | D | H | V |
| H | H | $D^{\prime}$ | V | D | $I$ | $R^{\prime}$ | $R^{\prime \prime}$ | $R$ |
| V | V | D | H | $D^{\prime}$ | $R^{\prime}$ | $I$ | $R$ | $R^{\prime \prime}$ |
| D | D | H | $D^{\prime}$ | V | $R$ | $R^{\prime \prime}$ | $I$ | $R^{\prime}$ |
| $D^{\prime}$ | $D^{\prime}$ | V | D | H | $R^{\prime \prime}$ | $R$ | $R^{\prime}$ | $I$ |

(b) $\left\langle\left\{I, R, R^{\prime}, R^{\prime \prime}\right\}, \circ\right\rangle,\left\langle\left\{I, R^{\prime}, H, V\right\}, \circ\right\rangle,\left\langle\left\{I, R^{\prime}, D, D^{\prime}\right\}, \circ\right\rangle ;$
(c) The sets are $\left\{I, R^{\prime}\right\},\{I, H\},\{I, V\},\{I, D\},\left\{I, D^{\prime}\right\}$. The operation tables all look alike:

|  | $I$ | $X$ |
| :---: | :---: | :---: |
| $I$ | $I$ | $X$ |
| $X$ | $X$ | $I$ |

(d) $\left\langle\left\{I, R^{\prime}, H, V\right\}, \circ\right\rangle$ and $\left\langle\left\{I, R^{\prime}, D, D^{\prime}\right\}, \circ\right\rangle$ It turns out that any correspondence which maps $I$ onto $I$ is an isomorphism in this case, e.g., $I \rightarrow I, R \rightarrow R^{\prime}, H \rightarrow D, V \rightarrow D^{\prime}$, or $I \rightarrow I, R^{\prime} \rightarrow D, H \rightarrow D^{\prime}$, $V \rightarrow R^{\prime}$, etc.
(e) For the subgroup $\left\langle\left\{I, R, R^{\prime}, R^{\prime \prime}\right\}, 0\right\rangle$, the only non-trivial automorphism is $I \rightarrow I, R \rightarrow R^{\prime \prime}, R^{\prime} \rightarrow R^{\prime}, R^{\prime \prime} \rightarrow R$ For the other two subgroups, any of the non-I elements can correspond to any other, so there are actually five different non-trivial automorphisms for each of them, of which the following is one example for $\left\langle\left\{I, R^{\prime}, H, V\right\}, 0\right\rangle$ : $I \rightarrow I, R^{\prime} \rightarrow V, H \rightarrow R^{\prime}, V \rightarrow H$.
(f) For the subgroup $\left\langle\left\{I, R, R^{\prime}, R^{\prime \prime}\right\}, 0\right\rangle$ and any of the subgroups $\langle\{I, X\}$, $0\rangle$, the only possible homomorphism is $I \rightarrow I, R^{\prime} \rightarrow I, R \rightarrow X$, $R^{\prime \prime} \rightarrow X$.
It may be useful to see why some other correspondences do not give homomorphisms. Consider, for instance, the correspondence $f(I)=I$, $f(R)=R^{\prime}, f\left(R^{\prime}\right)=R^{\prime}, f\left(R^{\prime \prime}\right)=R^{\prime}$. This is not a homomorphism because, for instance, $R \circ R^{\prime}=R^{\prime \prime}$ but $f(R) \circ f\left(R^{\prime}\right)=R^{\prime} \circ R^{\prime}=I$, and $I \neq f\left(R^{\prime \prime}\right)$. For either of the other two subgroups, the one with $\left\{I, R^{\prime}, H, V\right\}$ or the one with $\left\{I, R^{\prime}, D, D^{\prime}\right\}$, there are several possible
homomorphisms with any of the $\{I, X\}$ subgroups. They all have the following form: Let $I$ and any other one element correspond to $I$, and let the other two elements correspond to $X$, e.g., for $\left\langle\left\{I, R^{\prime}, H, V\right\}, 0\right\rangle$ and $\langle\{I, D\}, 0\rangle$, one possible homomorphism is $I \rightarrow I, R^{\prime} \rightarrow I$, $H \rightarrow D, V \rightarrow D$.
4. It must be a subset because the original gioup had to contain an identity element; by definition the identity element is included, associativity is automatic for subsets of groups, and since the identity element is its own inverse, all the group axioms are satisfied.
5. (a) No The second and third group axioms are satisfied, but 2,3 , and 4 lack inverses, and $2 \circ 3=0$, which is not a member of the set
(b) Multiplication is associative, the set is closed under it, 1 is the identity element, $2^{-1}=4,3^{-1}=5,6^{-1}=6$.
(c) $\langle\{1\}, \times \bmod 7\rangle,\langle\{1,6\}, \times \bmod 7\rangle,\langle\{1,2,4\}, \times \bmod 7\rangle$.
(d) $\langle\{0,1,2,3,4,5\},+\bmod 6\rangle$. Correspondence:

$$
\begin{aligned}
& 0 \rightarrow 1 \\
& 1 \rightarrow 3 \\
& 1 \rightarrow 1 \\
& 2 \rightarrow 2 \\
& 3 \rightarrow 6 \\
& 3 \rightarrow 4 \\
& 4 \rightarrow 4 \\
& 4 \rightarrow 4 \\
& 5 \rightarrow 5 \\
& 5
\end{aligned} \quad \begin{aligned}
& 0 \rightarrow 2 \\
& 5 \rightarrow 3
\end{aligned}
$$

(e) Condition: $n$ must be a prime number.
6. $S$ must be a group to be a subgroup of $S^{\prime}$. The only further condition to be met is that the set of $S$ be a subset of the set of $S^{\prime \prime}$, and that follows from the transitivity of "is a subset of," plus the fact that the subset relation must hold between the sets of $S$ and $\mathbf{S}^{\prime}$ and between those of $S^{\prime}$ and $S^{\prime \prime}$.
7. (a) Examples: the set of all positive rationals of the form $1 / n$, or the set of all positive integers, or the set of all rational numbers equal to or greater than 1 .
(b) It is a semigroup and a monoid, but not a group because 0 has no inverse.
8. Symmetric difference can easily be shown to be commutative and associative either by set-theoretic equalities or by Venn diagrams. It is not
idempotent since $A+A=\emptyset . \emptyset$ is the two-sided identity element, and every set is its own inverse. $\langle\mathcal{P}(A),+\rangle$ is an Abelian group of order 4
10. (a) 1. $a+b=a+c$ Premise
2. $-a+(a+b)=-a+(a+c)$ By D2, $a$ has an additive inverse $-a$ and addition is welldefined and unique
3. $(-a+a)+b=(-a+a)+c$ By D2, + is associative
4. $0+b=0+c$
$5 \quad b=c$
Def. of inverse, 0 is the additive identity
Def. of additive identity
(b) 1. $a+0=a$

Def. of identity
2. $a \circ(a+0)=a \circ a$

Uniqueness of multiplication (i.e. if $a+0$ and $a$ are the same element, then there is a single element which is that element multiplied by $a$
3. $a \circ(a+0)=a \circ a+a \circ 0 \quad$ Distributive law
4. $a \circ a+a \circ 0=a \circ a \quad$ 2,3, Transitivity of $=$
5. $-(a \circ a)+(a \circ a+a \circ 0)=$ $-(a \circ a)+a \circ a \quad$ Existence of add. inverse, Uniqueness of addition
6. $(-(a \circ a)+a \circ a)+a \circ 0=$ $-(a \circ a)+a \circ a \quad$ Associativity of +
7. $0+a \circ 0=0$

Def. of inverse
8. $a \circ 0=0$

Def. of identity
The proof that $0 \circ a=0$ is similar $0 \circ a=0$ also follows directly from $a \circ 0=0$.
(c) (1) Associativity of +
(2) Distributive law
(3) Def of inverse
(4) By the theorem of problem b.
(5) Distributive law
(6) Def of inverse
(7) By the theorem of problem b .
(8) From 4, 7, by symmetry and transitivity of $=$
11. Given: $a<b$ and $b<c$ Then $a+b<b+c$, by the addition law. Since $-b=-b$,
$(a+b)+(-b)<(b+c)+(-b)$ by the addition law $a+(b+(-b))<((-b)+b)+c$ by assoc. and comm.
$a+0<0+c \quad$ by def of inverse
$a<c \quad$ by def. of 0
13. (a) To show: every positive integer $n$ has the property that for all $m$, $a^{m} \circ a^{n}=a^{m+n}$
(i) To show that 1 has that property:

$$
\begin{array}{rlrl}
a^{m} \circ a^{1} & =a^{m} \circ a & & \text { (by def.) } \\
& =a^{m+1} & \text { (by def.) }
\end{array}
$$

(ii) To show that if $k$ has the property, then $k+1$ must have it:

$$
\begin{aligned}
a^{m} \circ a^{k} & =a^{m+k} & & \text { conditional premise } \\
a^{m} \circ a^{k+1} & =a^{m} \circ\left(a^{k} \circ a\right) & & \text { by def } \\
& =\left(a^{m} \circ a^{k}\right) \circ a & & \text { by assoc. of o in integral domains } \\
& =a^{m+k} \circ a & & \text { by the conditional premise } \\
& =a^{m+k)+1} & & \text { by def. } \\
& =a^{m+(k+1)} & & \text { by assoc. of }+ \text { in ordinary arithme }
\end{aligned}
$$

From (i) and (ii) the conclusion follows by the principle of mathematical induction.
(b) We will use induction on $n P(n)$ : for all $m,\left(a^{m}\right)^{n}=\left(a^{n}\right)^{m}$
(i) for $n=1: \quad\left(a^{m}\right)^{1}=a^{m} \quad$ (by def.)

$$
=\left(a^{1}\right)^{m} \quad\left(\text { since } a=a^{1}, \text { by def }\right)
$$

(ii) To show that $P(k) \rightarrow P(k+1)$ :

$$
\begin{aligned}
\left(a^{m}\right)^{k} & =\left(a^{k}\right)^{m} & & \text { conditional premise } \\
\left(a^{m}\right)^{k+1} & =\left(a^{m}\right)^{k} \circ a^{m} & & \text { by def. } \\
& =\left(a^{k}\right)^{m} \circ a^{m} & & \text { by the conditional premise } \\
& =\left(a^{k} \circ a\right)^{m} & & a^{n} \circ b^{n}=(a \circ b)^{n} \\
& =\left(a^{k+1}\right)^{m} & & \text { (theorem proved in text) }
\end{aligned}
$$

Since $P(1)$ holds and $P(k) \rightarrow P(k+1)$, it follows from the principle of mathematical induction that $P(n)$ holds for all $n$.

## CHAPTER 11

1. 11-1 and 11-2 are lattices; in 11-3 there is no lub for $\{a, b\}$, nor any glb for $\{c, d\}$.
2. (i) (a), (b), and (c) are posets; (d) and (e) are not transitive.
(ii) (a) is a semilattice; (b) and (c) are not lattices.
3. Let the poset $A=\langle A, \geq\rangle$ be a meet semilattice. Set $a \wedge b=\inf \{a, b\}$. Then the algebia $A^{a}=\langle A, \wedge\rangle$ is a semilattice.
(a) For all $a, a \wedge a=a$ (idempotent), since $\inf \{a, a\}=a$.
(b) For all $a, b, a \wedge b=b \wedge a$ (commutative), since $\inf \{a, b\}=\inf \{b, a\}$.
(c) Let $d=\inf \{a, \inf \{b, c\}\}$ and $e=\inf \{\inf \{a, b\}, c\}$. Then $d \leq a$ and $d \leq \inf \{b, c\}$. Therefore, $d \leq b$ and $d \leq c$. Since $d \leq a$ and $d \leq b$, $d \leq \inf \{a, b\}$ And since $d \leq c, d \leq \inf \{\inf \{a, b\}, c\} ;$ i.e., $d \leq e$. Similarly, $e \leq d$; thus, $d=e$. Hence, $a \wedge(b \wedge c)=(a \wedge b) \wedge c$ (associativity).
4. Suppose ( $D 1$ ) holds. Then

$$
\begin{align*}
a \vee(b \wedge c) & =(a \vee(a \wedge c)) \vee(b \wedge c)  \tag{L4}\\
& =a \vee((a \wedge c) \vee(b \wedge c))  \tag{L2}\\
& =a \vee((c \wedge a) \vee(c \wedge b))  \tag{L1}\\
& =a \vee(c \wedge(a \vee b))  \tag{D1}\\
& =a \vee((a \vee b) \wedge c)  \tag{L1}\\
& =(a \wedge(a \vee b)) \vee((a \vee b) \wedge c) \\
& =((a \vee b) \wedge a) \vee((a \vee b) \wedge c)  \tag{L1}\\
& =(a \vee b) \wedge(a \vee c) \tag{D1}
\end{align*}
$$

So (D2) also holds A similar proof shows that if (D2) holds, so does (D1).
7. By Theorem 11-8, $a^{*}$ has a unique complement in a complemented distributive lattice. Since $a^{\times} \wedge a=0$ and $a^{*} \vee a=1, a$ is the complement of $a^{*}$, i.e., $a=\left(a^{*}\right)^{*}$.
8. Interchange $\wedge$ and $\vee, 0$ and 1 in the proof of Th. 11-11.
9. Th. 11.8: $a^{x}=a^{\star} \wedge 1$
def of 1 and $\wedge$
$=a^{x} \wedge\left(a \vee b^{*}\right)$
def of compl. (C1)
$=\left(a^{*} \wedge a\right) \vee\left(a^{*} \wedge b^{*}\right) \quad D 1$
$=0 \vee\left(a^{*} \wedge b^{\star}\right) \quad C 2$
$=a^{*} \wedge b^{x} \quad$ def of 0 and $\vee$
Th 11.9: $d=d \wedge c$
$R C 2$, def of $\vee$ and $\wedge$
$=d \wedge\left(b \vee d^{\prime}\right)$
$R C 2$
$=(d \wedge b) \vee\left(d \wedge d^{\prime}\right)$
D1
$=d \wedge d^{\prime} \quad R C 1$, def of $V$

## CHAPTER 12

1. If $a \wedge b=0$

$$
\text { then } \begin{aligned}
a^{*} & =a^{*} \vee(a \wedge b) \\
& =\left(a^{*} \vee a\right) \wedge\left(a^{*} \vee b\right) \\
& =1 \wedge\left(a^{*} \vee b\right) \\
& =a^{*} \vee b ; \text { hence } a^{*} \geq b
\end{aligned}
$$

If $a \vee b=1$
then $a^{*}=a^{*} \wedge(a \vee b)$
$=\left(a^{*} \wedge a\right) \vee\left(a^{*} \wedge b\right)$
$=0 \vee\left(a^{*} \wedge b\right)$
$=a^{*} \wedge b ;$ hence $a^{*} \leq b$
So $b=a^{x}$.
2. (Idempotent Law) For all $a \in B, a \cup a=a$ and $a \cap a=a$

$$
\text { Proof: 1. } a=a \cup 0 \quad B 4
$$

2. $a=a \cup\left(a \cap a^{*}\right) \quad B 5$
3. $a=(a \cup a) \cap\left(a \cup a^{*}\right) \quad B 3$
4. $a=(a \cup a) \cap 1 \quad B 5$
5. $a=a \cup a \quad B 4$
$a \cap a=a \quad$ can be proved similarly
6. (i) If $a=0$, the set of join-irreducible elements $S(a)=\{x \mid x \leq a\}=\emptyset$, and 0 is the lub of the empty set
(ii) Let $P(n)$ be the statement that every element is the join of some join-irreducible elements if the number of elements $x \leq a$ in the finite Boolean lattice $L$ is $n$.
$P(n)$ is trivially true if $a$ is join-irreducible.
If $a$ is not join-irreducible and not 0 , then $a=x \vee y$, where $x<a$ and $y<a$ So $n(x)<n(a)$ and $n(y)<n(a)$. By induction on $n$, it follows that $x$ and $y$ are joins of join-irreducible elements: $x=\bigvee_{S(a)} n(x)$ and $y=\bigvee_{S(a)} n(y)$, so $a=\bigvee n(x) \vee \bigvee n(y)$.
7. Suppose $a \leq b \vee c$, then

$$
\begin{aligned}
a & =(b \vee c) \wedge a \\
& =(b \wedge a) \vee(c \wedge a) \text { (distributivity) } \\
& =(b \wedge a) \text { or } \\
& =(c \wedge a) \text { since } a \text { is join-irreducible }
\end{aligned}
$$

So $a \leq b$ or $a \leq c$
5. (i) If $L$ has 1 , then $a$ is its own relative pseudo-complement, since by definition for all $x \in L, x \leq a \Rightarrow a$ iff $x \wedge a \leq a$, so $a \leq a \Rightarrow a$.
(iii) For all $x \in L, x \leq a \Rightarrow b$ iff $a \wedge x \leq b$; since $a \wedge b \leq b$ we infer $b \leq a \Rightarrow b$ (provided $a \Rightarrow b$ exists)
6. Since the lattice if finite, it has 0 . Given $a, b$, define

$$
C=\{c \mid a \wedge c \leq b\}=\left\{c_{1}, c_{2}, c_{3}, \ldots, c_{k}\right\}
$$

Let $c_{0}$ be the lub of $C$, so $c_{0}=c_{1} \vee c_{2} \vee \ldots \vee c_{k}$.
Then, if $a \wedge c \leq b$, also $c \leq c_{0}$.
Conversely, if $c \leq c_{0}$

$$
\begin{aligned}
a \wedge c \leq a \wedge c_{0} & =a \wedge\left(c_{1} \vee c_{2} \vee \ldots \vee c_{k}\right) \\
& =\left(a \wedge c_{1}\right) \vee \ldots \vee\left(a \wedge c_{k}\right) \text { (distributivity) }
\end{aligned}
$$

But $a \wedge c_{i} \leq b$ for each $i, 1 \leq i \leq k$. Therefore, $a \wedge c_{0} \leq b$. Hence $a \wedge c \leq b$. Thus $c_{0}$ satisfies the conditions on $a \Rightarrow b$. So the lattice is a Heyting lattice

## REVIEW EXERCISES, PART C

2. For instance, $\mathbf{P}=\langle\{0,1,2,3,4\},+\bmod 5\rangle$
3. Care must be taken in this problem to remember that $x+(y-3)$ is defined as a single operation on two elements $x$ and $y$ Thus to check associativity it must be verified that

$$
((x+(y-3))+(z-3))=(x+(y+(z-3))-3))
$$

which turns out to be true because both sides can be reduced to ( $x+$ $+y+z)-6$. The identity element is 3 and the inverse of $x$ is $6-x$.
4. (a) The only finite one is $\langle\{0\},+\rangle$ All the others consist of all the mutiples of any one integer, e.g. $\{0,2,-2,4,-4, \quad\},\{0,10,-10,20,-20, \ldots\}$ etc.
(b) $\langle\{0\},+\rangle$ certainly is not. All of the others are. To set up an isomorphism between the group with all integers and the group with all multiples of $a$, let $n \rightarrow a n$. This correspondence is clearly one-one, and preserves addition, since

$$
a n_{1}+a n_{2}=a\left(n_{1}+n_{2}\right)
$$

5. There are only two: $0 \rightarrow I \quad 0 \rightarrow I$

$$
\begin{aligned}
& 1 \rightarrow R \quad 1 \rightarrow R^{\prime \prime} \\
& 2 \rightarrow R^{\prime} \quad 2 \rightarrow R^{\prime} \\
& 3 \rightarrow R^{\prime \prime} 3 \rightarrow R
\end{aligned}
$$

6. A non-Abelian group of order 6
7. (a) Every string is a conjugate of itself since $x=x^{\frown} e=e^{\frown} x$ Conjugacy is symmetric by the definition. To prove transitivity, let $x$ and $y$ be conjugate and also $y$ and $z$. Then for some $t, u, v, w, x=t^{\frown} u, y=$ $u^{\curvearrowleft} t, y=v^{\curvearrowleft} w$, and $z=w^{\curvearrowleft} v$. Case 1: let $u=v$ and $t=w$. Then $x=t \frown u=w^{\frown} v=z$; thus $x$ and $z$ are conjugate because they are identical. Case 2: let $u$ be shorter than $v$; that is, there is some $r$ such that $u^{\frown} r=v$. Since $y=v^{\frown} w=u^{\frown} \frown w=u^{\frown} t$, it follows that $r^{\frown} w=t$. Therefore, $x=t \frown u=r^{\frown} w^{\frown} u$, and $z=w^{\frown} v=w^{\frown} u^{\frown} r$; thus $x$ and $z$ are conjugate. Case 3: let $u$ be longer than $v$; that is, for some $s, v^{\frown} s=u$. Since $y=u^{\frown} t=v^{\frown} s^{\frown} t=v^{\frown} w$, it follows that
$w=s \frown t$ Therefore, $x=t \frown u=t \frown{ }^{\circ} \frown s$, and $z=w \frown v=s \frown t^{\frown} v ;$ thus, $x$ and $z$ are conjugate. This exhausts the possible cases. This relation partitions $A^{*}$ into equivalence classes, each class containing all the strings that are conjugates of each other A string of length $n$ may be the only string in its equivalence class (aaaa, for example, is conjugate only with itself) or there may be as many as $n$ strings in the class ( $a b c a$ for example, is conjugate with itself and with $b c a a, c a a b$, and $a a b c$ ).
(b) Let $x$ and $y$ be conjugates Therefore, $x=u v$ and $y=v u$, for $u$ and $v$. The string $u$ is a string such that $x^{\curvearrowright} u=u^{\frown} y$, since $x^{\frown} u=u^{\frown} v^{\frown} u=u^{\frown} y$.
8. (1) (a) all; (b) all but G4; (c) Yes
(2) (a) none: G1 not, because $2-4 \neq$ a non-neg. integer, G2 not, because $(9-5)-4=0,9-(5-4)=8, G 3$ not, because there is no $e$ such that for all $x$, both $x-e=x$ and $e-x=x$, G4 not, because G3 not; (b) all but G4; (c) no; D1 not, D2 not
(3) (a) all; (b) all but G4 (5 has no inverse); (c) no: D4 not, because $52=10(\bmod 25)$ and $5 \cdot 7=10(\bmod 25)$, but $2 \neq 7(\bmod 25)$
(4) (a) only G2: G1 not, because $1+10=0(\bmod 11)$, and $0 \notin A ;$ G3 not, because $0 \notin A$; G4 not, because G3 not; (b) all; (c) no: D1 not, D2 not
(5) (a) only G2; (b) all; (c) no: D1 not, D2 not
(6) (a) only G2: G1 not, because $2 / 3+2 / 3=4 / 3,4 / 3 \notin A$, G3 not, because $0 \notin A, G 4$ not, because G3 not; (b) only G1 and G2; (c) no: D1 not, D2 not, D3 not
(7) (a) all; (b) G3 not, because for no $x$ does $3 \odot x=3$, G4 not only G1 and G2; (c) D3 not, D4 not, because $3 \odot 4=3 \odot 5=0$, but $4 \neq 5$
9. (a) $(a+b) \cdot(c+d)=[(a+b) \cdot c]+[(a+b) \cdot d]$
$=[c \cdot(a+b)]+[d \cdot(a+b)] \quad$ D3 (commut.)
$=(c a+c \cdot b)+(d \cdot a+d \cdot b)$ D5
$=(a \cdot c+b \cdot c)+(a d+b d)$ D3
(b) $-0+0=-0$ because $x+0=x$ for all $x$ (G3)
$-0+0=0$ because $-x+x=0$ for all $x$ (G4)
hence $-0=0$ because $-0+0$ must have a single value (G1)
$\begin{array}{ll}\text { (c) } & 1\end{array} \quad a \quad b=0$
10. $\quad a \neq 0 \supset b=0$
11. $\sim a \neq 0 \vee b=0$
12. $a=0 \vee b=0$
premise
auxiliaty premise
Problem 10(b) in Chapter 10
1,3 cancellation law (D4)
cond proof
5, conditional law
double neg.
(d) 1. $-a+-(-a)=0$

Inverse law
2. $-a+a=0$

Inverse law
3. $-(-a)=a \quad 1,2$, problem 10(a) in Chapter 10
10. (a)Yes $|x| \cdot|y|=|x \cdot y|$ and we can show the new system is also a group.
(b) No. $-2 \rightarrow 2,-4 \rightarrow 4,8 \rightarrow-8$ but $-2-4=8$ while $24 \neq-8$
(c) No. $2 \rightarrow 4,3 \rightarrow 6,6 \rightarrow 12$ but $2 \cdot 3=6$ while $4 \cdot 6 \neq 12$.
(d) Yes. $1 / x \cdot 1 / y=1 / x \cdot y$ and the new system is a group
(e) Yes. $x^{2} y^{2}=\left(\begin{array}{ll}x & y\end{array}\right)^{2}$ and the new system is a group.
11.* (a) Reflex: for all $a, a^{-1} \quad a=e \& e \in S$;

Sym: given $a^{-1} \cdot b \in S$, does it follow that $b^{-1} \quad a \in S$ ?

$$
\begin{aligned}
\left(b^{-1} \cdot a\right) \cdot\left(a^{-1} b\right) & =b^{-1} \cdot\left(a \cdot a^{-1}\right) \cdot b \\
& =b^{-1} \cdot e \cdot b \\
& =b^{-1} \cdot b \\
& =e
\end{aligned}
$$

Since $\left(b^{-1} \cdot a\right) \cdot\left(a^{-1} \cdot b\right)=e, b^{-1} \cdot a$ is the inverse of $a^{-1} \cdot b$ Therefore $b^{-1} \quad a$ must also be in $S$.
Trans: given $a^{-1}, b \in S, b^{-1}, c \in S$ then

$$
\begin{aligned}
\left(a^{-1} \cdot b\right) \cdot\left(b^{-1} \cdot c\right) \in S & =a^{-1} \cdot\left(b \cdot b^{-1}\right) \cdot c \\
& =a^{-1} \cdot e \cdot c \\
& =a^{-1} \cdot c \text { so } a^{-1} \cdot c \in S
\end{aligned}
$$

It is an equivalence relation. One of the equivalence classes is $\{x \mid x \in S\}$. The others can vary from case to case. For example, for $G=$ the symmetries of the square and $S=\{I, H\}$, the equivalence classes are:

$$
\begin{aligned}
& E_{1}=\{I, H\} \\
& E_{2}=\left\{R^{\prime}, V\right\} \\
& E_{3}=\{D, R\} \\
& E_{4}=\left\{D^{\prime}, R^{\prime \prime}\right\}
\end{aligned}
$$

But for the same $G$ and $S=\left\{I, H, V, R^{\prime}\right\}$ :

$$
E_{1}=\left\{I, H, V, R^{\prime}\right\}
$$

$$
E_{2}=\left\{D, D^{\prime}, R, R^{\prime \prime}\right\}
$$

(b) Reflex: $a+(-a)=0$ and 0 is even,

Sym: if $a+(-b)=c$ and $c$ is even, then $b+(-a)=-c$ which is also even,
Trans: if $a+(-b)$ is even and $b+(-c)$ is even, then $a+(-c)$ is even because it is the sum of two even numbers, $a+(-b)$ and $b+(-c)$,
Equivalence classes:

$$
\begin{aligned}
E_{1}=\{x \mid x \text { is odd }\} & \begin{array}{l}
\text { (because the difference } \\
\\
\text { of any two odd numbers } \\
\text { is even) }
\end{array}
\end{aligned}
$$

$$
E_{2}=\{x \mid x \text { is even }\} ;
$$

(c) Reflex: $a+(-a)=0$ not odd: no,

Sym: if $a+(-b)=c$ is odd, so is $b+(-a)=-c$, Trans: if $a+(-b)$ is odd and $b+(-c)$ is odd, $a+(-c)$ is not odd, $a+(-c)=(a+(-b))+(b+(-c))=$ odd + odd $=$ even: No not an equivalence relation;
12.(a)

$I$
$R 120^{\circ}$ clockwise
$R 240^{\circ}$ clockwise
$D_{1}$ flip in axis 1
$D_{2}$ flip in axis 2
$D_{3}$ flip in axis 3

$$
\text { axis } 1
$$

(b) $\left\{I, R, R^{\prime}\right\},\left\{I, D_{1}\right\},\left\{I, D_{2}\right\},\left\{I, D_{3}\right\},\{I\}$
(c) $\left.\begin{array}{l}I \\ R \\ R^{\prime} \\ D_{1} \\ D_{2} \\ D_{3}\end{array}\right\} \rightarrow I$ $\left.\begin{array}{l}I \\ R^{\prime} \\ R \\ D_{1} \\ D_{2} \\ D_{3}\end{array}\right\} \rightarrow I$
14. (a) $a \leq b$ iff $a \Rightarrow b=1$.
(c) $b \wedge a \leq a \wedge b$, and $c \leq a \Rightarrow b$ iff $a \wedge c \leq b$, so $a \leq b \Rightarrow(a \wedge b)$

## PART D

## CHAPTER 13

1. (a) tree (ii)

(b) interpretation (ii)

2. (b) tree (ii)
(e) interpretation (ii)

Conn (Neg (Conn $(p, q))), p, 2$

3. (a) A possible model making all four formulas true is:

$$
\begin{aligned}
& \mathrm{M}=\langle D, F\rangle \text { where } D=\{a, b\} \\
& F(P)=\{a\} \\
& F(R)=\{\langle a, a\rangle,\langle b, a\rangle\} \\
& \text { with assignment given } g(x)=a \text { and } g(y)=b .
\end{aligned}
$$

Note that although (iii) is logically equivalent to (iv), the interpretation process is quite different.
(b) (i) Every student kissed someone
(ii) There is someone whom every student kissed.
(iii) \& (iv) If someone/anyone is a student then everyone kissed him, i.e., Everyone kissed every student.
5. Take a very simple model where your choice of statement for $\gamma$ is true The entire statement-schema could be instantiated by e.g., (( $\sim$ $(p \rightarrow q)) \vee r$ ), but the choice of statement constants is yours.
7. (b) $t$, FALSE, (d) $t$, TRUE (convert $5 / x, 8 / y$ ), (e) $t$, FALSE(convert $5 / y, 8 / x)$, (g) $t$, TRUE

## CHAPTER 14

1. 



Conservativity: only $a$ and $b$ matter to $D A B$.
Extension: $E$ and $E^{\prime}$ are irrelevant to $D A B$.
Quantity: only the cardinalities $a, b, c, e$ matter to $D A B$.
Variety: $D(A) \not \subset \wp(E)-\emptyset$.
Cumulative effect: $D(A)$ is completely specified by the set of all pairs $\langle a, b\rangle$, the cardinalities of $A$ and $B$.
2. (a)

(b)

(c)

(d)

(e)

(f)

(g) Some part(s) of the tree must be shaded
(h) Any node to the right of a node in $D(A)$ is itself in $D(A)$.
(i) If $\langle a, b\rangle$ belongs to $D(A)$ then $\langle 0, b\rangle$ belongs to $D(A)$.
3.

|  | right |  | left |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $\uparrow$ | $\downarrow$ | $\uparrow$ | $\downarrow$ |
| several | + | - | $+/ ?$ | - |
| at most 3 | - | + | - | + |
| none | - | + |  | - |
| at least $n$ | + | - | + | - |
| some | + | - | + | - |
| these | + | - | - | - |
| neither | - | + | - | - |
| every | + | - | - | + |
| all | + | - | - | + |
| each | + | - | - | + |
| infinitely many | + | - | + | - |
| a finite number of | - | + | - | + |
| most | + | - | - | - |
| many | + | - | - | - |

See section 5 for most and many.
4. (a) (i) Some men walk fast $\rightarrow$ some men walk.

Several students failed the final test $\rightarrow$ several students failed a test.
Infinitely many numbers are even primes $\rightarrow$ infinitely many numbers are prime.
(ii) Some men sing, dance and laugh $\rightarrow$ some men sing and laugh At least five students got A's on their midterms and finals $\rightarrow$
at least five students got A's on their finals.
(b) $|E| \geq 2, D(A)=\{X \subseteq E \mid A \cap X \neq \emptyset$ and $A-X \neq \emptyset\}$
$D(A)$ means 'some but not all $A$ 's'. If $A \subseteq B, D(A) \subseteq D(B)$, so $D$ is left monotone increasing But $D$ is not right monotone increasing since $E \notin D(A)$ for all $A$.
5. Model should show mapping $\pi: A \rightarrow A^{\prime}$ where at least one $a \in A \cap X$, $\pi(a) \notin A \cap X$, if $X$ is the set of entities owned by John.
6. Suppose $Q_{E}$ meets Variation, i.e. $X \in Q_{E^{\prime}}$ and $\sim Y \in Q_{E^{\prime}}$ for some $X, Y \subseteq E^{\prime}, \sim Q_{E}={ }_{\text {def }}\left\{Z \subseteq E \mid Z \notin Q_{E}\right\}$. By Extension $\sim Z \in Q_{E^{\prime}}$ For $Q \sim$ similarly
7. (a) We know that if $Q$ is monotone increasing, $Q \sim$ and $\sim Q$ are monotone decreasing, and if $Q$ is monotone decreasing, $Q \sim$ and $\sim Q$ are monotone increasing since $Q^{\sim}=\sim(Q \sim)$ it follows by double negation that if $Q$ is increasing, $Q^{\sim}$ is.
(d) If $Q=Q^{\sim}, X \in Q \leftrightarrow(E-X) \notin Q$. So if for some $Y \subseteq$ $E,(E-Y) \in Q$ then $Y \notin Q$ and if $Y \notin Q$ then $(E-Y) \in Q$
8. Since $D$ is definite, $D(A)$ is the principal filter generated by some $B \subseteq E \quad D A E$ by definition of principal filter, so by theorem 14.2 $D A A$. Note that $D A B \rightarrow D A A$ is the relational definition of positive strength, also called the property of quasi-reflexivity
9. (a) (i) $D A B \leftrightarrow D(A \cap B) E$ :
$D A B \leftrightarrow D A(A \cap B)$ (conservativity) $\leftrightarrow D(A \cap(A \cap B))$
$(A \cap B)$ (intersective) $\leftrightarrow D(A \cap B)(A \cap B)(A \cap B=A \cap(A \cap$
$B)) \leftrightarrow D(A \cap B) E($ Theorem 142) $\square$
(ii) $D A B \leftrightarrow D B A$ :
$D B A \leftrightarrow D(A \cap B) E($ by 9.(a)(i)) and $D A B \leftrightarrow D(A \cap B) E$ (by (a)(i)) so $D B A \leftrightarrow D A B$.
(b) Some students walk $\rightarrow$ some walkers are students $\rightarrow$ some walking students are individuals. (There exist walking students.)
10. (a) $D A B \& D B C$, so $A \subseteq B$ and $B \subseteq C$ by theorem 14.3 , so $A \subseteq C$ By Conservativity $D A(A \cap B)$, so $D A A$, since $A \cap B=A$. But then also $D A(A \cap C)$, since $A \cap C=A$. So by Conservativity $D A C$.
(b) If $D$ is connected, $\sim D$ is antisymmetric by definition of connectedness. With the result of (a), $\sim D$ is transitive. So $D$ is almostconnected by definition of transitivity
(c) Suppose $D_{E} A B$ and $D$ transitive By Conservativity $D_{E} A(A \cap B)$ Take $E^{\prime} \supseteq E$ and $A^{\prime} \subseteq E^{\prime}$ such that $\left|A^{\prime}\right|=|A|$ and $A \cap A^{\prime}=A \cap B$. Clearly $D_{E} A\left(A \cap A^{\prime}\right)$, and with Extension $D_{E^{\prime}} A\left(A \cap A^{\prime}\right)$. With Conservativity $D_{E^{\prime}} A A^{\prime}$. Take $\pi$ a permutation of $E^{\prime}$ which leaves $A \cap A^{\prime}$ and $E^{\prime}-\left(A \cup A^{\prime}\right)$ intact, but interchanges $A-A^{\prime}$ and $A^{\prime}-A$. Quantity gives $D_{E^{\prime}} \pi(A) \pi\left(A^{\prime}\right)$, i.e. $D_{E^{\prime}} A^{\prime} A$. Since $D$ is transitive, $D_{E^{\prime}} A A^{\prime}$ and $D_{E^{\prime}} A^{\prime} A$ imply $D_{E^{\prime}} A A$, and Extension gives $D_{E} A A$.

## CHAPTER 15

1. $g^{\prime \prime}(x)=d_{3}$, since $P d_{3}$ is true at $i_{2}$ which is the only index accessible from $i_{1}$ if we drop all reflexive pairs from $R$, and $Q d_{3}$ is true at $i_{1}$, the only remaining accessible index for $i_{2}$.
2. Evaluating ( $\exists \boldsymbol{x}) P \boldsymbol{x}$ at $i_{0}$ gives 0 , so the entire antecedent is false at $i_{0}$, and the whole formula hence must be true at $i_{0}$.
3. (a)

reflexivity $\varphi$ true on $i_{0}, i_{1}, i_{2}$
(b)

(c)

symmetry $\varphi$ true on $i_{0}$ and $i_{1}$

## PART E

## CHAPTER 17

1. (a) (ii), (iii), (iv); (b) The set of all strings containing a total of $n 1$ 's, where $n \equiv 2$ (modulo 3 )
2. (c)

3. (a)

(b)

(c)

(d)

(e)

(f)

4. (c)

5. (a)

(b)

6. (a) Duplicate the states of the original machine, and duplicate all the transitions except those leading to $S_{0}$. Add a new state $S_{0}^{\prime}$. Wherever the original machine had a transition from a state $S_{i}$ into $S_{0}$, labelled $a$, let the new automaton have a transition from $S_{i}$ into $S_{0}^{\prime}$, labelled a. If the original automaton had a loop transition on $S_{0}$, add a loop transition on $S_{0}^{\prime}$ instead. For every other transition from $S_{0}$ to a state
$S_{j}$, add a transition from $S_{0}^{\prime}$ to $S_{j}$, with the same label. If $S_{0}$ was a final state, make $S_{0}^{\prime}$ a final state as well. The resulting automaton starts in $S_{0}$, but for the rest of the computation, $S_{0}^{\prime}$ plays the role previously played by $S_{0}$
7. (a)

(b)

(c)

(d) A deterministic equivalent of $C$ is:


The complement construction then gives us $D$ :

$D$ accepts any string containing a positive even number of 1 's.
8. (a)

(b)

(c)

9. (a) the (man is $U$ men are) here
(b) the old* (man is $U$ men are) here
(c) the old* (man is $U$ men are) here (and the old* (man is $U$ men
are) here)*
(d) $0^{*} 10^{*} 10^{*}$
(e) $(0 \cup 1)^{\times} 101(0 \cup 1)^{*}$ or (corresponding to the automaton given as the answer to the original problem) $\left(0^{*} 11^{*} 00\right)^{*} 0^{*} 11^{*} 01(0 \cup 1)^{*}$
10. (a)

(b)

(c)

(d)

(e)

(f)


11. (a) | $S \rightarrow a a$ | (b) | $S \rightarrow e$ | (c) $S \rightarrow a A$ | $A \rightarrow a$ |
| :--- | :--- | :--- | :--- | :--- |$\quad B \rightarrow b$

$\begin{array}{llllll}\text { (d) } S \rightarrow a & A \rightarrow b A & C \rightarrow a C & \text { (e) } & S \rightarrow e & A \rightarrow a S \\ S \rightarrow b & A \rightarrow a B & C \rightarrow b D & S \rightarrow a A & B \rightarrow a & B \rightarrow a C \\ S \rightarrow a C & A \rightarrow a & C \rightarrow b & S \rightarrow b C & A \rightarrow b B & C \rightarrow a B \\ S \rightarrow a C & A \rightarrow b & D \rightarrow a D & & & C \rightarrow b S \\ S \rightarrow b A & B \rightarrow b B & D \rightarrow a & & & C \rightarrow b\end{array}$
(f) $S \rightarrow b A \quad A \rightarrow b S \quad C \rightarrow b B$
$S \rightarrow a B \quad A \rightarrow a C \quad C \rightarrow a E$
$B \rightarrow b C \quad D \rightarrow b E$
$B \rightarrow a D \quad E \rightarrow b D$
$B \rightarrow a \quad E \rightarrow b$

(c) $\left(b, q_{0}, q_{0}\right)$
$\left(a, q_{0}, q_{1}\right)$
$\left(a, q_{1}, q_{2}\right)$
$\left(b, q_{1}, q_{1}\right)$

$$
F=\left\{q_{2}\right\}
$$

(e) $\left(a, q_{0}, q_{1}\right)\left(a, q_{3}, q_{2}\right)$
$\left(a, q_{1}, q_{0}\right) \quad\left(b, q_{3}, q_{0}\right)$
$\left(b, q_{1}, q_{2}\right) \quad\left(b, q_{0}, q_{3}\right)$
$\left(b, q_{2}, q_{1}\right) \quad F=\left\{q_{0}\right\}$
$\left(a, q_{2}, q_{3}\right)$

## CHAPTER 18

1. (a) $S \rightarrow a S a$
$S \rightarrow a B a$
$B \rightarrow b B$
$B \rightarrow b$
(b) $S \rightarrow A A$
$A \rightarrow a A b$
(c) $S \rightarrow a B B \quad A \rightarrow a S \quad B \rightarrow b S$
$A \rightarrow a b$
$S \rightarrow b A B \quad A \rightarrow b B A A$
$B \rightarrow a B B B$
$S \rightarrow b B A \quad A \rightarrow b A B A$
$S \rightarrow e \quad A \rightarrow b A A B$
2. Any rules which are already of the form $A \rightarrow a$ or $A \rightarrow B C$ can be left unchanged Remove all rules of the form $A \rightarrow B$ by the procedure outlined in Sec. 18.5. For each rule of the form $A \rightarrow \alpha_{1} \alpha_{2} . \quad \alpha_{n}$, where $n \geq 2$ and one or more of the $\alpha_{2}$ is a terminal symbol, replace each occurrence of such an $\alpha_{i}$ by a new nonterminal $A_{i}$ that occurs nowhere else and add the rule $A_{i} \rightarrow \alpha_{i}$ (which is of the allowed form). The right sides of all rules now consist either of a single terminal symbol or else a string of two or more nonterminals. Each remaining rule of the form $A \rightarrow B_{1} B_{2} \ldots B_{n}(n \geq 3)$ is now replaced by the rules $A \rightarrow B_{1} C_{1}$, $C_{1} \rightarrow B_{2} C_{2}, \ldots, C_{n-1} \rightarrow B_{n-1} B_{n}$, where $C_{1}, C_{2}, \ldots, C_{n-1}$ are new nonterminals that occur nowhere else in the grammar. All rules are now of the required form. Clearly for every derivation of a terminal string in the original grammar there is a derivation of that string in the new grammar and conversely.
3. (b) If $L$ is context free, then for some sufficiently long string $w \in L$, there exist $u, v, x, y, z$ such that $w=u v x y z, v$ and $y$ not both $e$, and $u v^{2} x y^{i} z \in L$ for all $i \geq 0$. Let $u=a^{p}, v=a^{q}, x=a^{r}, y=a^{s}, z=a^{t}$, and call $b=p+r+t$ and $c=q+s$. Then $b+i c$ must be prime for all $i \geq 0$. When $i=b c^{2}, b+i c=b+\left(b c^{2}\right) c=b+b c^{3}=b\left(1+c^{3}\right)=$ $b(1+c)\left(1-c+c^{2}\right)$. Since $c \geq 1,(c+1) \geq 2$ and thus $b+b c^{3}$ is divisible by 2 or some large integer This establishes that $b+b c^{3}$ could not be prime unless it happened to equal 2. However, in this case $b=1$ and $c=1$, and it is obviously false that $1+i \cdot 1$ is prime for all integral values of $i$. Therefore $a^{n}$ ( $n$ prime) is not type 2.
4. If $L$ is generated by a $\operatorname{cfg} G$, construct $G^{\prime}$ by reversing the right sides of all rules of $G . G^{\prime}$ generates $L^{R}$
5. $M=\langle K, \Sigma, \Gamma, \Delta, s, F\rangle$
$K=\left\{q_{0}, q_{1}\right\} \quad \Delta=\left\{\left(q_{0}, a b, e\right) \rightarrow\left(q_{0}, A\right)\right.$
$\Sigma=\{a, b, c, d\} \quad\left(q_{0}, c d, A\right) \rightarrow\left(q_{1}, e\right)$
$\left.\Gamma=\{A\} \quad\left(q_{1}, c d, A\right) \rightarrow\left(q_{1}, e\right)\right\}$
$s=q_{0}$
$F=\left\{q_{1}\right\}$
6. $\Delta=\left\{\left(q_{0}, e, e\right) \rightarrow\left(q_{1}, \$\right)\right.$
$\left(q_{1}, a, \S\right) \rightarrow\left(q_{1}, A \$\right)$
$\left(q_{1}, b, \$\right) \rightarrow\left(q_{1}, B \$\right)$
$\left(q_{1}, a, A\right) \rightarrow\left(q_{1}, A A\right)$
$\left(q_{1}, b, B\right) \rightarrow\left(q_{1}, B B\right)$
$\left(q_{1}, a, B\right) \rightarrow\left(q_{1}, e\right)$
$\left(q_{1}, b, A\right) \rightarrow\left(q_{1}, e\right)$
$\left.\left(q_{1}, c, \mathbb{\$}\right) \rightarrow\left(q_{1}, e\right)\right\}$
$F=\left\{q_{1}\right\}$
7. The machine will store the number of $a$ 's preceding the $b$. Then it will make a choice of whether to start checking off 1 or $2 a$ 's from the storage tape with each new $a$ of the input tape. Once made, the choice must stay consistent for the rest of the computation.

$$
\begin{aligned}
\Delta=\{ & \left(q_{0}, a, e\right) \rightarrow\left(q_{0}, A\right) \\
& \left(q_{0}, b, e\right) \rightarrow\left(q_{1}, e\right) \\
& \left(q_{0}, b, e\right) \rightarrow\left(q_{2}, e\right) \\
& \left(q_{1}, a, A\right) \rightarrow\left(q_{1}, e\right) \\
F= & \left.\left(q_{2}, a a, A\right) \rightarrow\left(q_{2}, e\right)\right\} \\
F= & \left.q_{1}, q_{2}\right\}
\end{aligned}
$$

8. No. Problem 7 provides a counterexample.
9. Choose $a^{k} b^{k} c^{k}$ in $L$. Then if $L$ is context free, there exist $u, v, x, y, z$, $(|v y| \geq 1)$ such that $u v x y z=a^{k} b^{k} c^{k}$ and $u v^{n} x y^{n} z \in L$ for all $n \geq 0$. But if so, then neither $v$ nor $y$ can contain more than one type of letter since "pumping" would produce a string with $b$ 's preceding $a$ 's, or $c$ 's preceding $b$ 's. Therefore, the only remaining possibilities are:
1) both $v$ and $y$ in $a^{*}$,
2) both $v$ and $y$ in $b^{x}$,
3) both $v$ and $y$ in $c^{x}$,
4) $v$ in $a^{*}$ and $y$ in $b^{*}$,
5) $v$ in $a^{*}$ and $y$ in $c^{*}$, or
6) $v$ in $b^{*}$ and $y$ in $c^{x}$,
provided, of course, that not both $v$ and $y$ are empty. But in cases 1-4 "pumping" $v$ and $y$ produces a string not in $L$ since the $a$ 's, $b$ 's, and $c$ 's will not be in the required proportion of $i a^{\prime} s, j b^{\prime} s$, and $\max (i, j) c^{\prime} s$ In case 5, if $y=e$, then it is like case 1 ; if $v=e$, then it is like case 3 ; if neither $v$ nor $y$ is empty then $n=0$ ("pumping" zero times) produces
a string not in $L$. Case 6 is similar. Therefore, no such $u, v, x, y, z$ exist, and $L$ is not context free.

## CHAPTER 19

1. $\delta=\left\{\left(q_{0}, 0\right) \rightarrow\left(q_{0}, R\right) \quad 2 \quad \delta=\left\{\left(q_{0}, \#\right) \rightarrow\left(q_{1}, 1\right)\right.\right.$

$$
\begin{aligned}
& \left(q_{0}, 1\right) \rightarrow\left(q_{1}, R\right) \\
& \left(q_{1}, 0\right) \rightarrow\left(q_{0}, R\right) \\
& \left(q_{1}, 1\right) \rightarrow\left(q_{2}, L\right) \\
& \left(q_{2}, 1\right) \rightarrow\left(q_{3}, 0\right) \\
& \left(q_{3}, 0\right) \rightarrow\left(q_{4}, R\right) \\
& \left(q_{4}, 1\right) \rightarrow\left(q_{3}, 0\right) \\
& \left.\left(q_{4}, 0\right) \rightarrow\left(q_{0}, R\right)\right\}
\end{aligned}
$$

$$
s=q_{0}
$$

3. (a) $q_{0} a \quad \# \# a$
$a \quad q_{0}$ \# \# a
$\begin{array}{lllll}a & q_{1} & a & \# & a\end{array}$
$\begin{array}{lllll}q_{1} & a & a\end{array} \# \quad a$
$q_{1} \quad \# \quad a \quad a \quad \# \quad a$
$a \begin{array}{lllll}a & q_{1} & a & a & \#\end{array} a$
$a \quad q_{0} \quad a \quad a \quad \# \quad a$
$\begin{array}{llllll}a & a & q_{0} & a & \# & a\end{array}$
$\begin{array}{llllll}a & a & a & q_{0} & \# & a\end{array}$
$\begin{array}{llllll}a & a & a & q_{1} & a & a\end{array}$
$\begin{array}{llllll}a & a & q_{1} & a & a & a\end{array}$
$\begin{array}{llllll}a & q_{1} & a & a & a & a\end{array}$
(b) The machine moves back and forth along the tape; each time it encounters an \# it changes it to $a$ and reverses direction;
4. (a) $M=\left\langle\left\{q_{0}, q_{1}\right\},\{a, \#\}, \delta, q_{0}\right\rangle$
$\delta=\left\{\left(q_{0}, \#\right) \rightarrow\left(q_{0}, R\right)\right.$
$\left(q_{0}, a\right) \rightarrow\left(q_{1}, R\right)$
$\left(q_{1}, \#\right) \rightarrow\left(q_{1}, R\right)$
$\left.\left(q_{1}, a\right) \rightarrow\left(q_{1}, R\right)\right\}$
(b) $M=\left\langle\left\{q_{0}, q_{1}\right\},\{a, \#\}, \delta, q_{0}\right\rangle$
$\delta=\emptyset$
5. (a) Total, since the sum of any two even numbers is even.
(b) Partial. There are some prime numbers whose sum is prime $(2+5=$ $7,2+11=13$ ), but unless one of the primes is 2 , both primes will be odd, and their sum will then be even, and hence divisible by 2 , i.e not prime
(c) Partial
6. Reading the digits from right to left, multiply the first digit by $2^{0}(=1)$, the second by $2^{1}$, and so on; in general the $n$th digit is to by multiplied by $2^{n}$. Then add the resulting numbers to get the result, e.g $101 \Rightarrow$ $\left(1 \times 2^{0}\right)+\left(0 \times 2^{1}\right)+\left(1 \times 2^{2}\right)=1+0+4=5$.
7. $G=\langle\{[], A, D, S, a\},,\{a\}, R, S\rangle$
$R=\{S \rightarrow[A]$,
$[\rightarrow[D$,
$D A \rightarrow A A D$, $D] \rightarrow$,
$[\rightarrow e$,
$] \rightarrow e$, $A \rightarrow a\}$
8. Given arbitrary $M$, modify it so that it first erases its input tape and then proceeds as $M$ would (on the resulting empty tape). Call this machine $M^{\prime}$ Then $M^{\prime}$ accepts its input (in fact, all inputs) iff $M$ accepts $e$. Thus, a TM which decided whether an arbitrary TM accepts at least one input could be applied to $M^{\prime}$ to decide, in effect, whether $M$ accepts $e$. Since the latter is impossible, the problem is undecidable.

## CHAPTER 20

1. (a) $S \rightarrow a S B c$

$$
\begin{aligned}
S & \rightarrow a B c \\
c B & \rightarrow B c \\
a B & \rightarrow a b \\
b B & \rightarrow b b
\end{aligned}
$$

(b) Replace the rule $S \rightarrow e$ by $S \rightarrow A B C$ in the grammar of (19-5).
(c) $S \rightarrow a a \quad A a \rightarrow a A \quad A^{\prime} A \rightarrow a A^{\prime}$
$S \rightarrow b b \quad A b \rightarrow b A \quad A^{\prime} B \rightarrow a B^{\prime}$
$S \rightarrow a A S^{\prime} \quad B a \rightarrow a B \quad B^{\prime} A \rightarrow b A^{\prime}$
$S \rightarrow b B S^{\prime} \quad B b \rightarrow b B \quad B^{\prime} B \rightarrow b B^{\prime}$
$S^{\prime} \rightarrow a A S^{\prime} \quad A A \rightarrow a A^{\prime} \quad A^{\prime} A^{\prime \prime} \rightarrow a a$
$S^{\prime} \rightarrow b B S^{\prime} \quad A B \rightarrow a B^{\prime} \quad A^{\prime} B^{\prime \prime} \rightarrow a b$
$S^{\prime} \rightarrow a A^{\prime \prime} \quad B A \rightarrow b A^{\prime} \quad B^{\prime} A^{\prime \prime} \rightarrow b a$
$S^{\prime} \rightarrow b B^{\prime \prime} \quad B B \rightarrow b B^{\prime} \quad B^{\prime} B^{\prime \prime} \rightarrow b b$

## APPENDIX E II

1. (c)


An even number of automaton.
Note that there is a non-trivial loop between $S_{0}$ and $S_{1}$, so this automaton is cyclic
(d)


Almost all automaton.
Note that this automaton is not permutation invariant.

## REVIEW PROBLEMS, PART E

1. (a) I am right;

That I am right seems certain;
That that that I am right seems certain seems certain seems certain.
(b) For example:

$$
\begin{aligned}
K= & \left\{q_{0}, q_{1}\right\}, \Sigma=\{s, c, i, a, r, t\}, \Gamma=\{t\}, F=\left\{q_{0}\right\} \\
\Delta= & \left\{\left(q_{0}, t, e\right) \rightarrow\left(q_{0}, t\right)\right. \\
& \left(q_{0}, i a r, e\right) \rightarrow\left(q_{1}, e\right) \\
& \left.\left(q_{1}, s c, t\right) \rightarrow\left(q_{1}, e\right)\right\}
\end{aligned}
$$

2. (b)

(c)

3. (a) $\left(0^{*} 11\right)^{*} 0^{*} 11$ or $0^{*} 11\left(0^{*} 11\right)^{*}$;
(b) $111^{*}$ or $1^{*} 11$ or $11^{*} 1$;
(c) $\left(0^{*}(11)^{*} 0^{*}\right)^{*}$
4. $K=\left\{q_{0}, q_{1}, q_{2}, q_{3}\right\}, \Sigma=\{a, b, \#\}, s=q_{0}$

$$
\delta=\left\{\left(q_{0}, b\right) \rightarrow\left(q_{0}, R\right)\right.
$$

$$
\left(q_{0}, \#\right) \rightarrow\left(q_{0}, R\right)
$$

$$
\left(q_{0}, a\right) \rightarrow\left(q_{1}, b\right)
$$

$$
\left(q_{1}, b\right) \rightarrow\left(q_{2}, L\right)
$$

$$
\left(q_{2}, a\right) \rightarrow\left(q_{2}, L\right)
$$

$$
\left(q_{2}, \#\right) \rightarrow\left(q_{2}, L\right)
$$

$$
\left.\left(q_{2}, b\right) \rightarrow\left(q_{3}, b\right)\right\}
$$
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Declarative sentence $95,100,1-2$
Decreasing 381, 382, 389, 399
determiner 383
simple quantifier 384
Dedekind, R. 82, 194, 195, 291
Dedekind infinite 195
Deduction 246
natural $115,154,170$
Definability 374
Definition 234, 236, 270, 302, 325, 327, 339, $346,350,366,367,374,383,384,387$, $388,389,399,417,421,435,438,443$, $445,446,447,458,459,460,462,464$, $465,491,492,510,512,577,594,607$, 608, 609, 610
of complement 19
of composition 34
of convergence 82
of intersection $17,19,20$
of inverse 174,175
of subset $10,17,20$
of union 17, 19, 20
recursive 181-186, 188, 194, 196
Deletion 360-362, 555, 556-558, 597, 598
Demonstrative 390
DeMorgan, A 18, 20-22, 112, 136, 149, 154, $173,200,294,296,421,576,577,592$, 595, 600-602
identity 294, 296
DeMorgan's laws 18, 20-22, 112, 136, 149, $154,173,200,421,499,576,577,592$, 595, 600-602
Denotation 348
Dense relation 51
Denumerability of set 58,59
Denumerably infinite set 59, 60, 71
Deontic logic 413
Dependence 395, 546
law of quantifier 150
Dependency 398, 481, 503, 538, 541
Derivation $119,185-189,190,192,193,225$, $227,318,322,327,328,331,337,345$, $359,362,365,437,438,449,474-477$, $493,494,496,497,500,501,516,517$, $530,531,532,536,546,549,558,599$, 629
schema 114
tree $367-370,370,537-539,540,542,552$

Descartes, R. (Cartesian) 27-30, 60, 62, 464
Designator 419, 421, 429
Determiner 95, 373, 374-401, 439, 440, 449, 565, 567, 571, 572
Determinism 490, 506, 508, 512, 515, 530, 533, 625
Deterministic fimite automaton 457-463, 477 language 562
pushdown automaton language 562, 563
Diagonal argument 65
Diagram 278-280, 441, 442, 457, 459, 461, $476,479,482,484,581,606$
of relation 43,440
Venn 5, 12-15, 17, 19, 20, 25
Difference and complement of arbitrary set 14-16
symmetric 25
Discontinuous connective 104
Discourse, domain of $16,142,147,149,158$ universe of $16,25,145,147,149,155,157$, $166,168,169,176$
Discrete entities $v$
mathematics $\mathrm{v}, 82$
Disjoint set 73
Disjunction 99, 103, 107, 126-129, 149, 220, $223,227,240,251,308,350,352,354$, 382, 413
inclusive 12
Disjunctive syllogism 118, 120-122, 173, 586, 587, 593, 599-601
Distinct element 42, 262
pair of integers 43
set 9
Distribution, complementary 52 laws of quantifier 149
Distributive 251, 309, 390, 576, 577
1attice 297, 302, 305, 308
Distributive laws $18,19,21,22,25,112,198$, $199,266,275,290,296,297,421$
Distributivity 585, 586, 607, 608, 611
Division 31, 80, 81
Domain $29,30,34,36,45,168,169,170$, $200,208,212,219,230-232,242$, 266-272, 275-277, 286, 312, 313, 325, 331, 340, 346, 347, 351, 360, 373, $374-379,383,387,390,392,394,395$, $398-400,415,419,421,423,426,443$, 514, 549, 555
of discourse 16, 142, 147, 149, 158
of function 31
subset of 32
Dominance relation 440-445
Double indexing interpretation 428

Double negation 614, 620
law of 148,154
Dowty, D. vii, 320, 334, 352, 362, 364, 365, 415, 425
Dual 384, 385
atom 298
Duality 277, 278, 280, 282, 283, 385, 401
Effective enumeration 230
Effectively listing 62
Element 49, 51, 62, 63, 67, 78, 80, 86, 168, 169, 203-205, 207, 212, 215, 219, 232, 249, 251-253, 255, 257, 258, 261-269, 274, 276-280, 283, 288-290, 292, 295, $297,298,300,302,303-306,309,311$, 328, 329, 366, 377, 380, 390, 391, 398, $399,434,441,446,538,546,578,582$, 583, 603-607, 611, 612
distinct 42
finite 76
first and second 29
greatest 50, 51, 53
least 50,51, 53
maximal 50, 51, 53
minimal 50, 51, 53
of set 3
Elementary statement 137
Emptiness 501
question 479
Empty list notation 9
set $4,9,75,218,237$ axiom 218
string 58, 214, 215, 434
Enderton, H. 231
Entity 346, 347, 374, 380, 398, 415, 419, 620
Enumeration 230
Epistemology 409-414, 418
Equal relation 76
set 55
Equality 79, 81
set-theoretic 17, 18, 25, 26
Equation 34
Equivalence $118,148,177,313,332,337$, $342,350,353,367,376,377,392,394$, 401, 417, 418, 420, 421-423, 462, 463, 477, 490, 492, 514, 516, 530, 578, 579, 585, 588, 590, 591, 613-615
class $45-47,56,58,59,135,209,302,306$, 311
logical 111, 113, 120, 121, 172
consequence and laws 110
relation $46,47,52,56,71,79,135,205$, 272, 301, 311
and partitions 45
Equivalent infmite set 58
set 56, 57, 62 and cardinality 55
statement $120,123,132$
Etchemendy, J. vii
Euclid 89-91, 195, 200, 216, 394
Euclidean axiom 90, 91, 200
axiomatization 195
Euclideanness 391392
Evaluation 331, 416-419, 423
Even integers, positive 56
'Every AB' automaton 565
'Every' automaton 566
'Exactly two AB' automaton 568
'two' automaton 570
'two' tree 570
Exclusive disjunction 103
Exclusivity condition 442-444
Exercises 23, 36, 51, 71, 85, 130, 175, 234, $255,273,295,309,367,400,429,482$, 505, 525, 534, 572
Existential generalization $154,157,159,161$, $162,164,419,592$
instantiation 154, 157, 159, 162-165, 592
quantifier $138,141,149,150,225$
Existentiality $407,408,416,421,424,426$
Expression 21, 348, 352, 466, 485, 513, 573
Extended axiomatic system 188-193
Extension 377, 379, 380, 383, 385, 392, 394, 395-398, 414, 415, 417-419, 421-424, 426, 428, 618, 620, 621
axiom of 171
to the set of all integers 78
to the set of all rational numbers 80
to the set of all real numbers 82
Extensional equivalence 417
Extensionality 218, 413
Factorization 497
Fallacy 117
False conditional 146
Faltz, L. 354, 379, 390
Filter 287-289, 298, 299, 301, 305-308, 389, 390, 398, 399, 620
Filtering effect 555557
Final state $455,457,458,469,475,476,479$, 488, 625
Finite alphabet 66, 71
automaton 455-457, 460-462, 464, 467, 469, 473, 475-480, 483, 486, 487, 490, 507, 508
language $464,466-468,470-472,476$,

477, 479, 481, 494, 497, 498
cardinals 63
element 76
linearly ordered set 51
numbers 72
power 73
set $6,9,56,58,70,86,212,266,458$
class of 59
state 485
string 66, 71, 86
First and second coordinates, projection onto 28
elements 29
members 42, 44
coordinate 30
projection onto 29
member 27
order definability 374
logic 93
predicate calculus 95
quantifier law 148
Form, argument 97
prenex normal 151
quantifier laws and prenex normal 148
Formal and informal proofs 170
definition 545
grammar $433,435,438,449,473,481,565$
language vi, $95,115,155,250,277,306$,
$317,318,322-343,374,385,425,437$,
481, 503, 513, 561-563
natural languages and 93
logic $\mathrm{v}, 96$
proof 173, 180
semantics 95
system vii, 91, 92, 94, 181, 202, 205, 210, 212, 220, 277, 304, 333
basic concept of logic and 89
theory 348
Formalization v, vii, 89, 91, 92
Formula 140-142, 144, 145, 148, 150-154, $156,160,166,167,169,176,177$,
183-185, 188, 190, 191, 208, 225, 228,
235, 236, 246, 308, 309, 318, 320-332,
336-338, 342, 350, 353, 369, 373, 414,
415, 417, 429, 596
well-formed 99, 100-102, 114, 121, 122
Fortran 93
Found 440, 442
Foundation 348
Frame 306-308
Fränkel, A 217-219, 348
Frege, G. 317, 318, 323, 333, 382, 403-405, $408,414,415,428$
principle of 317, 3.33
Frequency count vi
Friedman, B. 553
Function 30-32, 36, 37, 55, 138, 142, 144, $145,163,196,219,231-234,241,249$, $253,271,307,312,318,326,329,331$, $335,336,339-343,346,348,349,351$, $352,355,356,362-364,368,374,388$, 414, 415, 417, 421, 422, 424, 426, 428, 434, 443, 444, 454, 458, 459, 462, 510, 513, 514, 518, 520, 526, 529-531, 551, 578, 579, 584
bounded 70
composition 33, 251, 552
graph of 31
identity 34,35
infinite vs unbounded 70
into 32,34
inverse of 33
many to one 32
mapping 62
negative 59
one to one $32,34,56,62$
onto 32,34
partial 31, 32
positive 59
quaternary 36
range of 32,34
relation and 27
ternary 36
value of 34
Fuzzy set 6
Gödel, K. 219, 227, 230, 231, 234
incompleteness proof 234
incompleteness theorem 230
Gaifman, C. 552
Gallin, D 350
Gamut, 320
Gazdar, G. 354, 358, 503, 536, 541, 542, 547
Geach, P.T. 552
Geach rule 552
Generalization 154-164, 171-174, 358, 407, 408, 419, 421, 426
Generalized quantifier vi, 358-360, 373, 374, 376, 377, 387, 390, 391, 395, 565
theory 375,385
Generative grammar 94
sytax 94
transformational theory 433
Generator 454
Ginsburg, S. 555
Glottochronology vi

Goldblatt, R. 250, 254
Grätzer, G. 250, 303
Gradual membership 6
Grammar 227, 234, 337, 353, 363, 364, 415, 433, 435, 437-439, 446-455, 473-477, 481, 482, 486, 492-494, 496-498, 500-502, 505, 515-517, 525, 527, 529-532, 534, 536-539, 542, 546, 547-550, 552, 553, 555, 556, 559, 565, 573, 629, 632
generative 94
Montague 7
transformational vi
Grammatical constituent 138
Graph of function 31
Greatest element 50, 51, 53
Grelling's Paradox 26
Groenendijk, J. 358
Group 257, 261-263, 266, 271-274, 311, 312, 314, 434, 506, 580, 606, 612, 614
operation 258
theory 263,281
Halfway membership 6
Halting problem 512, 513, 522-524
Halvorsen, P. 334
Hao Wang 205
Hasse diagram 279
Hayashi, T. 542
Head grammar 548, 549
Head language 548
Heim, I 389
Henkin, L. 227, 228, 350
Heterological adjective 26
Heuristics 12.3
Heyting, A.v, 215, 297, 303, 305, 308, 309, 414, 415, 612
algebra $v, 215,297,303,308$
lattice 612
Hierarchical categorization 503
Hierarchy 436, 452, 453, 535, 561
Chomsky 451
Higginbotham, J. 411
Higher order analysis 374
logic 231, 234
quantifier 571, 572
system 232
Hilbert, D. 94, 220, 223, 224
program 94
Hoeksema, J. 390
Hofstadter, D. 231
Homomorphism 253, 254, 271, 274, 286-289, 295, 299, 302, 313, 314, 3.34-337, 605,

606
Hopcroft, D. 463, 466, 492, 530, 531, 533, 536
Hughes, G. 413
Hukari, T, vii
Hypothesis 517, 531, 558
continuum 65, 66
Hypothetical syllogism 118, 156, 163, 165, 172, 593

Ideal 287-289, 298
Idempotence 309
Idempotent 21, 251, 274, 284, 293, 577
law 18, 22, 112, 281, 607, 609, 610
Identity $262,266,269,273,311,403-405$, 421, 428, 429, 475, 576, 577, 479, 585, 603, 604, 606, 607, 612
and cardinality, set-theoretic 8
element $215,252,257,258,261,263-265$, 274, 434
function 34, 35
law 18, 19, 21, 22, 112, 114
relation 35,39
set-theoretic 9
Imperative 95
Imperfective paradox 247
Implication 224
Inclusion relation 561
Inclusive disjunction 12, 103
Incompleteness theorem 231
Inconsistency 228
Increasing 380-382, 385, 389, 399-401
determiner 383
Independence 202, 203, 220, 224
law of quantifier 150
of axiom 224
Index 533, 537, 547, 621
Indexed grammar 536, 541, 542, 547, 549, 553
Indexed language vi, 540-542, 546, 547
Indexical 427, 428
Indexicality 427
Indices 414-419, 422-429, 536, 538, 540, 549
Indirect proof $122,123,133,580,595,601$, 602
Individual constant 138
variable 138
Induced partition 47, 52
Induction 235, 276, 309, 434, 596, 608, 609
Induction, principle of mathematical 195-199, 217, 269, 270
step 197, 198
Inductive proof 194-199

Inference 221, 224-226, 235, 375, 404, 405, 409, 437
productions of 186,189
rules of $45,95,118,119,122,151,153$, 154, 162, 172, 185, 196, 197, 220
Infinite cardinal number 65,73
Dedekind 195
denumerably 71
numbers 72
sequence 69
set $6,9,55-60,65,70,86,212$
countably 59
denumerably 5960
equivalent 58
nondenumerably 69
vs unbounded function 69,70
Infinity 218, 219
concept of 55
Informal proof 173-175, 180
formal and 170
Information-state 306, 307, 309
Initial state 455, 457, 458, 461, 469, 475, 476, 479, 484, 488, 507, 510, 517, 520
Initial symbol 437
tree 543, 544, 547
Input 453-457, 461, 463, 484, 489, 512, 514, 519, 529-531, 567, 573
alphabet 484, 485, 491
string $477,483,489,490,508,521,532$
symbol 491
tape 487, 488, 507
Instantiation 154-174, 183, 184, 196, 197, 617
Integer $62,64,73,75,78,79,177,178$, 196-200, 235, 253, 257, 258, 263, 265, 267, 269-273, 311, 313, 434, 527, 556, $575,576,581,585,591,606,608,609$, 613
distinct pair of 43
extension to the set of all 78
negative 62, 71, 79, 80
nonnegative 80
odd 60
ordered pair of 81
positive $6,9,49,59-61,79,80$
relation of 85
relation of positive 43
set of 31,32
positive 55, 56
positive and negative 51
Integral domain 266-272, 275, 276, 312, 313
power 71
Intended model 91

Intension 414-429
Intensional construction vi equivalence 417 logic 429
Intensionality 403, 413, 414
Interpretation $409,410,412,414,415,422$, $425,428,429$
Interrogative 95
Intersection $12,19,20,26,300,302,308$, $382,388,477,481,498,499,533,542$, 546, 547, 5783, 576
defmition $17,19,20$
operation of 255
set-theoretic 14
union and 11
Into function 32,34, 443
Intransitive 45
relation $41,42,44$
Invalid argument 115, 116, 119
Inversal instantiation 592, 593, 603
Inverse $30,34,35,37,218,225,252,253$, $261-263,265-267,274,275,286,311$, $313,434,578,603,604,606,607$
definition of 174,175
element 255, 257
law 613, 614
of complement 36
of function 33
of relation 29
properties 45
relation and complement 44,52
schema 192
Irrational numbers 64
Irreflexive relation 39-51, 85, 205
Irreflexivity 208, 209, 213, 391-393, 429, $442,444,578,579$
Isomorphic model 206, 207
subsystem to the old system 78 system 204
Isomorphism 80, 81, 203-205, 253, 254, 267, $271,272,274,275,285,286,292,300$, $301,303,311,378,476,605,612$
Isotone 285
Jacobson, P., vii
James, W. 72
Janssen, Th. 250, 334, 352
Joshi, A. 535, 542, 546, 548, 553
Kalish, D. 318
Kamp, H. 424, 425, 427
Karttunen, L. vii
Keenan, E. 354, 361, 379, 388-390

Kernel 271
Kleene, S. 241-243, 464, 465, 466, 469, 471, $477,498,518,533,542,547$
closure 542
star $464-466,469,471,477,498,533,547$
Kripke, S. 254, 306-309, 414, 415, 419, 429
semantics 254, 306, 308
valuation 307
Kuroda, Y. 556
Labeling 443, 446, 447, 545, 624
function 444
Ladusaw, W. 334, 385, 390
Lambda 351, 352, 354-367, 374
abstraction 338, 341, 348
Lambda calculus 317, 339, 348-351
conversion 353
rule 347
Lambek, J. 206, 553
calculus 553
Landman, F. vii, 303
Langacker, R. 445
Language $67,104,115,137,138,140,155$, $230,231,242,250,254,277,300,303$, $306,309,317-324,326,333,334,338$, 340-347, 351-353, 355, 360, 373, 375, $378-380,383,385,389,392,393,395$, $399,401,403,405,406,409,413-415$, 421, 423, 424, 425, 427, 429, 433, $435-438,448,451-457,460,462-472$, 474-484, 486-489, 491, 492, 494, 496-501, 503, 505-507, 511-513, 515517, 519, 520, 522-525, 527, 529-535, 540-542, 545-549, 556-558, 561-563, 572, 573
categorial vi
formal vi, 95
indexed vi
logical 100, 102
meta 92,93
natura1 $3,7,92,95,96,100,101,103$
object 92
of logic 93-97
of ordinary arithmetic 93
programming 7, 8, 93
tree adjoining vi
Lasersohn, P. vii
Lattice 277, 280, 282-297, 302, 304, 306, 308, 309, 314, 389, 609-612
theory $281,283,390$
Law 148, 149, 267, 268, 275, 282, 291
associative $18,19,21,22$
commutative $18,20,22$
complement $18,19,22$
DeMorgan's $18,20-22$
distributive $18,19,21,22,25$
idempotent 18, 22
identity $18,19,21,22$
of double negation 148
of quantifier dependence 150
of quantifier independence 150
of transivity 275
of trichotomy 268
Laws and prenex normal form, quantifier 148
logical equivalence, logical consequence and 110
of quantifier distribution 149
of quantifier movement 151
of set theory 45
of statement logic 112
Leaf 441, 444, 447, 449, 556, 557
Least element 50,51,53,212,232, 441
number 395
Left identity element 251, 252
increasing 398
inverse 252
linear grammar 474
tree structure 541
monotone decreasing 381,382
increasing 380-382, 400, 620
zero 253
Lemma 299, 302, 303
Level of representation 334
Levy, L. 542
Lewis, D. 463, 466, 492
Lexical rule 364-367
Lexicon 347, 356, 364, 550
Lindenbaum algebra 301
Linear bounded automata 529-533
function 529-531
grammar 474
list 67
order $51,66,69,76,210,434$
sequence 62,64
Linearly ordered set, finite 51
system 86
Linguistic object 5
theory 437,559
Link, G. 334, 390
Lisp 93, 214, 351
List, linear 67
notation 4-6
Listing, effectively 62
Lo Cascio, V. 425
Lobachevsky, N. 90,91
Logic vi, 95, 140, 142, 143, 147, 148, 153,
$169,175,177,183,190,199,212,214$,
$219,220,223,225-232,234,236,241$,
246, 307, 308, 317-330, 333, 348, 350,
$359,360,362,368,369,373,378,382$,
$385,403,405,408,409,413-415,417$,
419-421, 423, 429
and formal systems, basic concept of 89
and predicate logic, statement 95
first-order 93
formal $\mathrm{v}, 96$
language of 93-97
laws of statement 112
of statement 140, 144, 239, 241, 250, 307, 335
predicate vi, $95-97,99,100,102,118,119$, 130
system of 92
Logical connective 102, 103
Logical consequence 111,116
and laws, logical equivalence 110
equivalence $111,114,113,118,120,121$, 172, 417, 418
language $100,102,104,137,300,550$
negation 101
omniscience 422
paradox 7
predicate 138
Logics 306

Machine translation vi
Machover, P. 231, 301, 303
MacLane, S. 52, 250, 302
Manipulation, symbol 95
Many to one function 32
Map 31
Mapping 31, 33, 34, 36, 57, 58, 63, 200, 234, $249,253,254,271,272,285-287,302$,
$312,313,326,334-336,346,373,434$,
$443,555,556,581,605$
function 62
one to one 56
single-valued 32
Markov, 518
Marsh, W. 542
Mass terms $v$
Massey, G. 236
Mate, clause 445
Mathematical and linguistic analysis 3
induction 596, 608, 609
principle of 195-199
Mathematics, discrete v, 82
of computation vi
of wave theory vi

Matrix 141
Maximal element 50, 51, 53
May, R. 334, 338
McCawley, J. 361
McKinsey, J. 305
Meaning 403, 429
postulate 364-366
Member 465
first 27
of set $3,5,7,8,10-12,15,21,24,25,27$, $30,32,36,43,52,53,56,58-60,62,63$, $66,69,70,75,76,142,143,155,171,173$, 182, 184, 237, 262
second 27,28
Members, first and second 44
nonidentical 42
Membership 500, 501, 510, 533, 573, 578, 579, 581, 582, 596
gradual 6
halfway 6
multiple 6
question 479
relation 4
status 6
Memory 453
Meta-language 92, 93, 230, 319, 320, 322-324, 424
Miller, G. 463, 481
Minimal element 50,51, 53
Modal logics 306
Modality 413, 418
Model 90, 91, 143-146, 168, 170, 206, 207, 209-211, 214, 221, 223, 224, 232, 237, 246, 266, 267, 269, 300, 301, 303, 307, 325- 327, 329-332, 337, 338, 346-348, .351, 368, 369, 376, 378, 380, 383, 389, $391,398,399,401,414-417,421-425$, $428,429,433,535,594,617$
intended 91
standard 91
theoretic semantics $\mathbf{v}$
theory $92,94,95,181,194,200,201,203$, $205,208,215,228,233,353,374,375$, 387, 414, 415, 417
Modified head grammar 548, 549, 553 language 549
Modular law 290, 291
Modularity 293
Modus Ponens $116-118,121,122,155,161$, 174, 182-184, 196, 197, 220, 221, $226-228,586,587,599,600,602,603$
Modus Tollens 118, 123, 164, 586, 587, 599, 601

Monadic predicate logic 229
Monoid v, 215, 263, 264, 266, 271, 274, 275, 434, 606
Monotone 285, 383
decreasing 383, 384, 389, 620
determiner 381 set 385-387
increasing 383, 384, 389, 399, 401, 620
Monotonicity 381-383, 385, 397, 400
Montague Grammar 7, 234, 250, 363, 415
Montague, R.7, 233, 234, 250, 317, 318, 333, $334,338,339,352,353,359,363,366$, 374, 415, 425, 550
Montague semantics 233
Morpheme 203, 351, 433
Morphism 253, 254, 271
Morphology 365, 424
Morse, S. 93
Moss, L. 390
Move 491, 492
produces in one 459-462
Movement, laws of quantifier 151
Multiple 575
membership 6
Multiplication 20, 21, 31, 73, 76-78, 80, 81, 204, 215
law 267
N-place relations 30
n-tuple, ordered 27
set of 62
Named object 5
Natural deduction 115, 154, 170
Natural language $3,7,92,95,96,100,101$, $103,104,115,137,138,230,231,242$, $250,254,277,303,306,309,317,322$, $333,338,351,360,373,375,379,380$, 383, 385, 392-395, 399, 401, 403-406, $409,413-415,421,423,427,429,433$, $436,453,482,503,535,542,550,551$, 557, 558
formal languages and 93
Natural number $3,9,11,36,51,56-60,62$, 66, 75, 76, 78-80, 85, 86, 194-196, 200, 216, 217, 230, 237, 263
Negated determiner 566
Negated quantifier 565
Negation 99, 101, 122, 123, 125, 126, 135, $159,167,220,223,228,231,236,239$, $240,243,307,308,351,352,368,383$, $384,385,400,567,602$
law of double 148
symbol 100

Negative function 59
integers 62, 71, 79, 80
rational numbers 62,86
set of positive and 51
strong 387,388
New York Times 65
Newton, I. 8991
Newtonian system 9091
'No' automaton 567
Node 440-447, 544, 545, 547, 567, 568, 581, 619
Node admissibility condition 450
Non-Abelian group 612
Non-determinism 490-492, 497, 499, 512, 515, 516, 530-533
Non-deterministic automata 457, 485, 486 finite automata $460,462,477,484$ language 562
linear bounded automaton language 562
pushdown automaton language 562
Non-distributivity 291-293
Non-empty set 46, 206, 219, 232, 281, 288
Non-fmite automaton 462, 463 of primitives 92
Non-empty subset 283, 287
Non-modularity 291, 292
Non-monotone 382
Non-reflexive relation 39,40
Non-terminal alphabet 437
symbol 439, 446, 451
Non-triviality 379
Non-Turing acceptable language 562
Nonconnected relation 42, 43
Nonconnectedness 578, 579
Nondenumerable set 62, 64, 69 infinite 69, 86
Nonidentical first and second members 42
Nonnegative integers 80
Nonreflexive relation 51
Nonsymmetric 45
relation 40, 43, 44
Nonsymmetry 578,579
Nontangling condition 442-444
Nontransitive relation 41-44
Nontransitivity 578, 579
Normal form, prenex 151 quantifier laws and 148
Not every automaton 566
Notation 34, 135, 136, 234, 236, 239
binary 66,69
empty list 9
list 4-6
predicate $6,11,12,14,16,28,31,33$
set-theoretic 4
Notion, primitive 27
Noun 231, 439, 440
Noun phrase 102, 395, 399, 404-408, 410, $411,418,419,426,439,440-443,480$, 504
Null set 4, 10, 19, 21, 123, 189
string 192
Number 230, 263, 267, 274, 340, 395
cardinal 56, 59, 62, 63, 73
extension to the set of all rational 80
extension to the set of all real 82
finite 72
infinite 72
infinite cardina1 65, 73
inational 64
natural $3,9,11,36,51,56-60,62,66,75$, 76, 78-80, 85, 86, 194-196, 200
negative rational 86
positive rational 86
rational $60,64,81-83$
real 51, 64, 65, 69, 70
set of real 66
systems, set-theoretic reconstruction 75
theoretic tree 379,380
theory 16,400
unique real 69
Object 3, 4, 11, 16, 28, 29, 31
language 92, 319
linguistic 5
named 5
Odd integers 60
Oehrle, R. 553
Omniscience 422
One to one correspondence 32-36, 55-63, 67, 69, 76, 78, 86, 198, 200, 204, 205, 25.3, 271, 311, 579, 580, 612
function $32,34,37,56,62$
mapping 56
Onto function $32,34,37$
Opacity 405, 406, 408-415, 418-421, 423, 425, 426
Open formula 142, 208 statement $138,139,144$
Operation 250, 252, 253, 257-261, 263, 264, 266, 267, 271, 273-275, 281-284, 297, 311, 312, 314, 318-321, 324, 325, 334, 335, 348, 350, 362-364, 420, 612
complementation 477
intersection 255, 477
order and $v$
set-theoretic 12

Operator, unary 100
Order 50, 208-213, 232, 264, 267, 278, $280-283,306,363,391,393,434,435$, 442-444, 580, 588, 607
and operation $v$
chronological 86
linear 51, 66, 69, 76
partial 51
strict 47-49, 51
strong 47
theory 277,285
total 51, 53
weak 47-51
partial 53
Ordered n-tuple 27
set of 36 f
pair $28,29,34,39,40,41,44,47,48,60$, $62,79,81,143,145,146,174,186,313$, 438, 444
and Cartesian products 27
set of 30,31
quadruples 30,62
set, finite linearly 51
partially 51
system, linearly 86
partially 86
triple 27, 30, 62
Ordering 47, 79, 81
Ordinary arithmetic, language of 93
Ordinary set 27
Output 453, 454, 565
Pair 313
ordered $28,29,34,39,40,41,44,47,48$, $60,62,79,81,143,145,146,174,186$
reversed members of 40
Paiing 218
Papadimitriou, Ch. 463, 466, 492
Paradox 427
Grelling's 26
logical 7
Russell's 7, 10, 26, 63
Paradox, set-theoretic 8
Parallel Postulate 89, 90
Parameter 395-397, 422, 425, 427-429
Parse tree 494, 495, 501, 502
Parsing vi
Parsons, 334
Partee, B. H. v, vii, 334, 352, 254, 257, 358, 366, 379, 427, 555
Partial function 31, 32
order 51, 277, 278, 280, 282, 306, 393 weak 53
recursive function 520
Partially ordered set 51
system 86
Partition 135
equivalence relation and 45
induced 47, 52
trivial 46
Partitioning 46
Pascal, B 93
Passive 363, 367
Peano, G 194, 195, 197, 200, 212, 215-217, 230, 232, 234, 237, 269
axiom 194, 197, 200, 212, 215-217, 230, 234, 237
axiomatization 232
fifth postulate 269
Performative 95
Permutation invariance 572
Persistent 381
Peters, S. 320, 334, 352, 415, 555-558
Phoneme 3, 52, 433, 578
Phonemic overlap 578
Phones 52
Phonetics, acoustic vi
Phrasal conjunction 103, 352, 354
passive rule 363
rule 364
Phrase 102, 480
structure 322
tree 474, 515
PNF 152, 153, 159, 178, 229
Polarity 386
reversal 385
Polish notation 135, 136, 234, 236
Pollard, C. 548
Polygons, regular 70
Poset 277-285, 288, 295, 306, 308, 609
Positive and negative integers, set of 51
closure 533
element 268, 269
even integers 56
function 59
integer $6,9,49,59,60,61,79,80,235$, 265, 434
relation of 43
set of 55,56
rational numbers 86,257
strong 387, 388, 394
Possessive 390
Post, E 518
Post correspondence problem 525
Postulate 364-366
parallel 89,90

Power, finite 73
integral 71
set $11,62,63-65,185,218,219,232,235$, 275, 280, 295, 300-302, 376, 435, 596
lattice 304
Precedence 441, 442
relation 444, 446
Predecessor 49-53, 76, 217, 442
Predicate $8,23,42,138,139,140,143,144$, $166,170,171,173,176,178,182,183$, $185,195,196,199,205,216,242$
calculus $95,142,144,147,160,341,343$
logic vi, $96,97,137,140,142,143,147$, $148,153,169,175,177,212,214$, 225-231, 234, 236, 241, 246, 307, 308, 318, 323, 324-328, 330, 333, 350, 359, $360,362,363,368,369,373,382,385$, 405, 408, 409, 413-415, 419-421
statement logic and 95
notation 6, 11, 12, 14, 16, 28, 31, 33
Prefix 435
Premise 115, 117, 119, 120, 122-126, 129, 155, 156, 160-168, 171, 173, 174, 197, 221, 236, 270, 412, 418-421
Prenex normal form, quantifiet laws and 148 , 151
Preorder 209
Presupposition 242, 243, 398
Prime 99, 128, 188
Primitive 94, 217, 220, 237, 319, 414, 415, 434
non-empty set of 92
notion 27
predicate 216
Principal filter 620
ideal 288
Principle, consistency $18,20,22$
of compositionality $254,317,318$
of finite induction 269,270
of mathematical induction 195-199, 235, 596, 608, 609
Probability and statistics vi
Problem 512, 513, 523, 524
Produces in one move 459, 460, 462, 491, 492, 510, 511
Product 498
Cartesian 28, 29, 30, 60, 62
Production 187, 191, 192, 536, 537, 549, 596
schemata 187, 189-191, 193, 197
Productions of inference 186, 189
Progiam 455
Chomsky's 94
Hilbert's 94

Programming language $7,8,93,348,351,491$ semantics 8
Projection onto first and second coordinates 28
onto first coordinate 29
onto second coordinate 29
problem 243
Prolog 93, 214
Proof, conditional 120-122
formal and informal 170
Proper ideal 289
subset 10
Properties 251
inverses and complements 44
of complements 45
of connectedness 44
of inverses 45
of operation 250
of reflexivity 44
of relations 39, 45, 51, 52
of set 7
of symmetries 44
of transitivity 44
truth-functional 101
Proposition 100, 162
Propositional calculus $95,135,138,142,144$, 145, 163
logic 142
Pseudo-complement 304, 611
Pseudo-complementation 305-309, 314
Pseudocleft 358
Pullum, G. 503, 542
Pumping lemma 571
theorem 471-473, 480, 481, 494, 496, 497, $499,502,505,506,545$
Push and copy rule 536
Pushdown automata 487-493, 497, 499, 506, 508, 512, 529, 530, 541, 571-573

Quadruple 438, 491, 508, 510, 520, 526, 548, 551
ordered 30,62
Quantification 395, 418, 424
vacuous 140,141
Quantified variable 140
Quantifier 138-156, 159-161, 163, 164, 167, $169,170,177,208,225,229,231-233$, 308, 318, 323, 324, 358-360, 373, 374, 375-380, 383-385, 387, 388, 390-393, 395, 397-400, 409, 416, 424, 426, 565, 567, 571, 572, 591
automata 565
dependence, law of 150
distribution 172
laws of $149,161,171$
generalized vi
independence, law of 150
law, first 148
laws and prenex normal form 148
movement, laws of 151, 154
negation 159, 164, 595
laws 154, 173
word 97
Quantity 378-380, 383, 392, 394-397, 618,621
Quasi-reflexivity 620
Quasi-model 223
Quasi-order 209
Quaternary function 36
relation 30, 36
Question 479
Quine, W.V.O. 239, 406
Quine's dagger 239
Quintuple 458, 462
Rabin, M. 463
Range 29, 30, 36, 56
of function 32, 34
Rasiowa, H. 306
Rational numbers $60,64,75,81-83,257,267$, 274
extension to the set of all 80
negative 62, 86
positive 86
subsystem of 80
Real numbers $51,64,65,69,70,267,340$
extension to the set of all 82
set of 66
unique 69
Reconstruction of number systems, settheoretic 75
Reconstruction, set-theoretic 79
Recoverability 556-558
Recursion 555
Recursive 354
clause 320,321
definition 181-186, 188, 194, 196, 234, 236, 270
function 513, 514
language $532,533,563$
rule $8,23,335$
set $519,520,531,558$
Recursively enumerable language 507,558 , 563
set 520, 524, 531, 556, 557, 562
Recursively enumerated set 514,516

Reduction, set-theoretic 29
Reference 404
tine 427
Reflexive 45, 272, 277
clitic 351
relation $41,43,44,46,47,48,85$
transitive closure 461, 462
Reflexivity 39, 42, 43, 52, 208-210, 212, 213, $279,282,305,391,392,394,440,459$, $460,492,511,578,579,581,588,614$, 615, 621
properties of 44
symmetry, transivity and connectedness 39
Regular expression 466, 485
grammar 451
language $455,464-466,477,478,480,492$,
499, 503, 533, 547, 562, 563
polygons 70
Regularity 218
Reichenbach, H. 427
Rejection with 0 state 569
with 1 state 569
Relation 28-31, 36, 37, 44, 78, 80, 134, 135, 174, 175, 180, 186, 204-209, 211-213, 218, 219, 232, 267, 268, 272, 277-280, 286, 301, 311, 313, 317, 329, 337, 365, 374, 389, 391-394, 398, 401, 409, 414, 415, 418, 424, 426, 436, 440-446, 452, 459, 460, 462, 492, 511, 551, 561, 565, 578, 579, 582, 583, 588, 613-615, 620
abstract 28
and complement, inverse 52
and function 27
and partition, equivalence 45
anti-symmetric $41,44,47,48$
asymmetric 40, 42-44, 47, 49, 85
binary $30,39,40,47$
complement 44, 29, 33, 36
connected $42,43,44$
dense 51
diagram of 43
equal 76
equivalence $46,47,52,56,71,79$
identity 35,39
intransitive 41, 42, 44
inverse of 29
irreflexive $39,40,43,47,49,51,85$
membership 4
n-place 30
non-reflexive 39,51
nonconnected 42,43
nonsymmetric 40, 43, 44
nontransitive 41, 42, 44
of integer 85
of positive integers 43
properties of $39,45,51,52$
quaternary 30,36
reflexive $41,43,44,46,47-48,85$
set-theoretic 29
subset $28,48,85$
symmetric $43,44,46,47,85$
ternary 30,36
transitive 41, 43, 46-49, 85
Relative clause $355,357,373$
complement 15
Replacement 218, 219
Representation 334
ideal 288
Restriction 398
Reuland, E. 389
Reversal 434, 435
Reversed members of pair 40
Review exercises 85, 245, 311, 573
Rewrite rules 94
Rewriting, string 95
Riemann, B. 90
Right identity element 251, 252
increasing 398
inverse 252
linear grammar 451, 474, 492
language 562
tree structure 541
monotone decreasing $381,382,399$
increasing 381, 382, 384, 385, 400, 620
zero 253
Rigid designator 419, 421, 426, 429
Ritchie, R. 555-558
Roach, K 548
Roberts, C, vii
Rogers, H. 518
Rohrer, Ch. 425, 427
Root 441, 445, 447, 494
Rooth, M. 354
Ross, J.R. 71, 361
Rosser, J. 350
Rozwadowski, K vii
Rule 318-320, 322, 324, 325, 328, 329, 331-333, 335, 344-346, 352, 353, 356, 357, 359, 362-366, 367, 474, 476, 493, 536, 575, 576, 629
for Beth tableaux, construction 128
of function application 551, 553
of implication 224
of inference $45,94,118,119,122,151$, $153,154,162,172,185,196,197,220$, 221, 224-226, 235, 404, 405, 437
of substitution 114, 120, 220, 221, 224, 225
recursive 8,23
rewrite 94
well-formedness 94
Russell, B. 7, 10, 26, 63, 216, 220, 224, 339
paradox $7,10,26,63$
Salomaa, A. 536, 542
Schema 114, 187-193, 225-227, 235, 354, 488, 617
Schieber, S. 504
Scott, D. 351, 463
Second coordinate, projection onto 28,29
elements, first and 29
member 27,28
first and 44
nonidentical first and 42
Self-dual determiner 384
Semantic automata 565
component 93,95
rule 319,346
tableaux 124, 130
value $142,143,155$
Semantics 89, 101, 104, 115, 125, 138, 140, $142,144,148,200,231,241,250,254$, 281, 297, 306, 308, 309, 317-321,
323-327, 329, 332-335, 338-348, 351, 353-359, 361, 362, 364-368, 370, 373-375, 377, 379, 380, 383-385, 387, 390, 395, 399, 401, 403, 404, 406-410, 412-415, 419, 422-429, 504, 550, 551
formal 95
programming 8
syntax and 94
Semi-Thue system 191-193, 236, 596
Semigroup 263-265, 274, 275, 606
Semilattice 280, 283-286, 295, 609
Sense 404, 405, 407, 415
Sensitive, context 449-451
Sentence 104, 142, 295
atomic 100
constituent 102
declarative $95,100,102$
set of $67,68,70$
Sentential conjunction 103
connective $95,97,100,102,103,145$
negation 101
tree 546
Separation 219
Sequence, infinite 69
linear 62, 64
Set $3,5,19,23,52,57,85,134,142,143$, 170-174, 176, 181-185, 189, 198, 205,

206, 209, 211, 213, 219, 227, 228, 230, $232,235,237,249,251,258,262,265$, $266,273,275,281,288,295,301,302$, $306,307,308,311,324,325,333,335$, $338,339,340,342,343,376,377,379$, 385-388, 390, 391, 396-399, 415, 417, 422-425, 433, 435, 440, 442-444,
$455-458,463,466,474,477,487,491$, $492,510,514,516,519,520,524,526$, $529,531,535,536,553,556-558,578$, 580, 582, 596, 597, 603-605, 607, 611, 620, 622
and cardinality, equivalent 55
arbitrary $12,13,14$
Cantor's theory 7
class of finite 59
complement of 16
countably infinite 59
denumerability of 58
denumerable 59
denumerably infinite 5960
disjoint 73
distinct 9
empty (nul1) 4, 9, 75
equal 55
equivalent $56,57,62$
finite $6,9,56,58,70,86$
linearly ordered 51
fuzzy 6
infinite $6,8,9,55-60,65,70,86$
member of $5,7,8,10-12,15,21,24,25$, $27,30,32,36,43,52,53,56,58-60,62$, $63,66,69,70,75,76,155$
non-empty 46
nondenumerable $62,64,69$
nondenumerably infinite 69, 86
null (empty) $4,10,19,21,123$
of all integers, extension to the 78
of all rational numbers, extension to the 80
of all real numbers, extension to the 82
of axioms 92
of cardinality 82
of elements 203
of entities 375
of integers 31, 32, 267
of languages 68
of $n$-tuples 62
of ordered n-tuples 36
of ordered pairs 30, 31
of positive and negative integers 51
of positive integers 55,56
of primitives, non-empty 92
of real numbers 66
of rules 437
of sentences $67,68,70,295$
of sets 12
of statements 245, 307
of strings $186,214,438,464,481,484$
of transition rules 483
ordered pairs of 30
ordinary 27
partially ordered 51
power 11, 62-65
product 498
properties of 7
specification of 4
subset of 10
theory $3,6-8,30,80,82,85,93,148,171$, 208, 212, 217-219, 251, 254, 255, 274, 277, 279, 280, 295, 299, 300, 302, 348, 381, 383, 384, 388, 392, 400, 434, 477, 606
and logic v , vi
axiomatization of 8
basic concepts of 3
concepts of 45
laws of 45
uncountable 69
universal 19, 21
unordered 28
well-ordered 51
Set-theoretic complement 17
concept 55
construction 79
difference 15,16
equality $17,18,25,26$
expression 21
identity 9
and cardinality 8
intersection 14
notation 4
operation 12
paradox 8
reconstruction 79
of number systems 75
reduction 29
relation 29
union 12,13
universe 17
Sextuple 491
Shamir, E. 552
Sheffer stroke 240
Sikorski, R. 306
Simple decreasing 389
increasing 389
Simplification 118, 121, 127, 156, 159, 161,

162, 172-174, 183, 184, 362, 586, 587,
592, 595, 599, 600-603
Single root condition 441, 443
Single-value 31
mapping 32
Singleton 4, 12, 27
Sister 441, 442, 444
Situation 458-460, 462
Skolem, function 23, 232
normal form 229, 232, 233, 237
Solutions 575
Soundness theorem 308
Specification of set 4
Square of opposition 566
Stack 487, 489, 490, 536, 542, 571, 572
alphabet 487, 491
automata 541
symbol 491
Standard model 91
notation 135, 136
theory vi, 555, 557
Star 464-466, 471, 477, 547
Kleene 469, 498, 533
State 306, 307, 453, 454-459, 461, 463, 466, 469, 471, 472, 474-477, 479, 485, 487-489, 492, 507-510, 512, 517, 520, 521, 529, 567-569, 572, 573, 625
diagram 457, 461, 476, 479, 482, 484
transition 478
Statement 106, 107, 110, 111, 113, 115, 117, 119, 120, 122, 123-132, 137-140, 142-145, 147-150, 154, 155, 157, 159, 161, 162, 164-166, 168, 170, 171, 176, $180,182,183,185,191,206,207,216$, 219-221, 223, 227, 239, 241, 242, 245, 250, 252, 254, 270, 283, 300, 301, 306, $307,319,322,323,327,335,350,359$, $364,367,368,392,403-405,407,408$, $413,414,418,420-422,425,428,429$, $444,489,519,520,588,596,617$
atomic 99,100
calculus 95, 137, 234, 235
logic 99, 100, 102, 118, 119, 130, 190, 199, 219, 220, 223, 226, 229, 319-322
and predicate logic 95
laws of 112
syntactic component 101
Statistics, probability and vi
Status, membership 6
Steedman, M. 553
Step 510, 511
Stokhof, M. 358
Stone, MF. 301, 303
representation 301, 303
Strict linear order 211
order 47-49, 51
partial order 209, 210, 443, 444
total order 444
String 181-183, 186-192, 200, 214, 215, 234,
311, 312, 433-438, 447-449, 451, 453-455, 457-460, 462-469, 471-473, 476-481, 483-485, 488, 489, 491-494, 496-498, 500-502, 506, 507, 509-514, 517, 519, 521, 523-525, 527, 530-536,
$538,545,546,548,549,551-553,556$,
$558,573,574,583,596,612,613,622$,
626, 629
concatenation 213
empty 58
finite 66,71, 86
rewriting 95
unique 58
Stroke 240
Strong 387, 388, 394
connectedness 391, 392
conservativity 377
order 47
Structure 322
algebraic $\mathbf{v}$
continuous v
syntactic 101
Subalgebra 301
Subformula 113, 114, 329
Subgroup 263-265, 274, 311, 313, 605, 606
Sublattice 280, 283, 284, 287, 292, 302
Submonoid 265
Subposet 284
Subscript 99, 138
Subset $9-11,24,28-31,45,46,51,53$, $57-58,63,65,66,68,69,72,80,123,143$, 157, 171, 173, 182, 185, 209, 212, 219, 231, 264, 265, 268, 273, 283, 287, 288, $299,301,306,338,374,378,381,433$, $435,462,481,491,503,505,536,562$,
565, 581, 582, 583, 606
definition of $10,17,20$
of domain 32
of set 10
proper 10
relation $28,48,85,452$
symbol 10
Substitutability 418
Substitution 115, 116, 124, 196, 220, 221, 224, 225, 404, 405, 421, 555
rule of 114,120
Substring 435, 437, 449, 546, 574

Subsystem, isomorphic to the old system 78 of rationals 80
Subtraction 77, 78, 80, 81
Subtree 447, 544, 558
Successor 49, 76-78, 195, 196, 217, 232, 234, $237,279,348,350,598$
Suffix 435
Sum 36
Suppes, P. 213
Surface structure 555, 556
Surjective 253
Syllogism 118, 120-122
disjunctive 173
hypothetical 156, 163, 165, 172
Symbol 437-439, 446, 448, 451, 455-457, 459, 461, 471, 474, 476, 487, 488, 490, 492, 493, 497, 507, 515, 517, 531, 532, 536, 541, 543, 544, 547, 548, 551, 553, 556, 557, 571, 573, 580, 629
auxiliary 6
connective 126
manipulation 95
negation 100
subset 10
Symmetric 45
difference 25
relation 4.3, 44, 46, 47, 85
Symmetries, properties of 44
Symmetry 39, 40, 42, 43, 52, 255, 263, 266, $272,274,275,313,391,394,396,398$, 400, 424, 444, 459, 578, 579, 588, 603, 606, 608, 612, 614, 615, 621
Syntactic component 95 statement 101
constituent 114
rule 318,319
statement 115
structure 101
Syntax 92, 95, 99, 137, 140, 181, 200, 232, $254,281,300,307,317-320,322-325$, 328, 330, 331, 333-335, 337, 338, 340-345, 349-360, 362, 364, 367, $369-373,375,383,389,390,410,414$, $415,423,425,439,443,535,550,555$
and semantics 94
generative 94
System 188-194, 202-207, 210-212, 227, $232,235,304,312,318,333,350,357$,
360, 404, 414
axiomatic vi, 187
basic concept of logic and formal 89
coordinate 31
formal vii, $91,92,94,181$
linearly ordered 86
Newtonian 90, 91
of logic 92
partially ordered 86
theorems of the 93
well-ordered 86
Table 368
truth 101-106, 108, 110, 111, 113-116, $118,119,125-127,131,229,240,241$, 250
Tableau 166-168, 170, 588, 589
Beth 123-129, 135, 165
semantic 124, 130
Takahashi, M. 542
Tarski, A. 305
Tautologies, contradictions and contingencies 106
Tautologous conditional 111
Tautology 107, 107, 110, 111, 113, 115, 116, $123,132,143,144,162,220,223,229$, 236, 242, 301, 388, 405, 420-422, 584
Temporal connotation 102 order 306
Tense 423, 426, 427
Ter Meulen, A. v, vii, 389, 390
Term 137, 138, 142, 144, 160, 324
Terminal alphabet 437
symbol 438, 447, 451
Temary function 36
relation 30,36
Theorem 94, 185, 186, 189-191, 193, 195, 198, 200, 218-220, 226, 229, 230, 234, 236, 260-264, 267, 269, 270, 276, 289, 295, 299, 302, 308, 311, 313, 350, 351, $385,387,388,392-394,437,444,466$, 471-473, 480, 496, 497, 499, 502, 505, $523,524,545,572,608-610,620$
Cantor's 62, 64, 73
provers 123
Theory $212,215,217,218,228,233,250$, 251, 254, 263, 274, 277, 279-281, 283, 285, 295, 299, 300, 306, 333, 334, 338, $339,348,351,353,374,375,381,384$, $385,387,388,390,392,395,400,404$, $414,415,417,433,434,437,477,502$, 518, 555, 557, 558, 606
model 92, 94, 95, 181, 194, 200, 201, 203, 205, 208
number 16
of automata 565
of functions 349
of generalized quantifiers 380
of meaning 403, 429
set $3,6-8,30,80,82,85,93,148,171,208$ type 7,8
Thomason, R. 202
Thue, A. 191-193, 236, 596
Time 423
Times, New York 65
Top and bottom 298, 301
Total order 51,53
Transformation 31
Transformational cycle 555
grammar vi, 555-558
language 556, 558
rule $555,557,558$
Transition 467, 468, 475, 476, 478, 479, 483, $487,491,530,624,625$
function 458, 459
relation 462
Transitive 45, 272, 277
relation 41, 43, 46-49, 85
verb 28,138
Transitivity 39, 41-43, 52, 208-210, 212, 269, 275, 279, 282, 305, 362, 391, 393, 394, 401, 424, 442, 444, 459, 460, 492, $511,578-581,588,606,608,609,612$, 615, 620, 621
properties 44
relation 207
Translation 96
machine vi
Tree 345, 359, 362, 367-370, 379, 380, 400, 439, 442-450, 474, 494-497, 501, 502, 515, 537-540, 542-544, 546, 547, 550, 552, 555, 556, 567, 570
adjoining grammar 542-544, 546-548, 553
language vi, 545-548
diagram 439-442, 581
of numbers 567
structure 556
Triple 458, 459, 462
ordered $27,30,62$
Trivial element 262
partition 46
Truth 94
table 101-108, 110-119, 125-127, 131, 229, 240, 241, 250, 254, 368
value 101, 102, 104-111, 113-115, 120 , 125, 131, 132, 142, 144, 146, 151, 165, $243,250,320,322,330,335,340,356$,
$368,374,377,405,414,419,421,428$,
429, 584, 588
Truth-functional property 101
Turing, A.M. 350, 502, 507-532, 556, 574,

632
acceptability 514, 520, 523
acceptable language $513,519,522,562$
computability 350
decidability $520,523,525$
decidable language 513, 519, 522
machine 507-532, 556, 574, 632 theory 502
Tumstile 459, 460
Two-sided identity 255
inverse 252,253
Two-sided zero 253
Type 340, 343-347, 351, 356, 359, 362, 364, 370, 374, 381
Type 0 grammar 507, 515-517, 527, 531, 532, 556
free character 351
grammar 451
language 532
1 grammar 529, 556
2 grammar 492
3 grammar 455, 473, 475-477, 486
raising 552
theory $7,8,234,338,339$
Ullman, J. 463, 466, 492, 530, 5.31, 533, 536
Ultrafilter 288, 299, 301
theorem 299
Unary operator 100
Unbounded function, infinite vs 6970
Uncountable set 69
Undecidability 502
Union 19, 26, 218, 219, 255, 300, 302, 308, $314,466,471,485,498,506,526,533$, 547, 576, 603
and intersection 11
definition of $17,19,20$
set-theoretic 12, 13
Unique real number 69
string 58
value $32,36,56,458$
Uniqueness 250
Universal 383, 385
base hypothesis 558
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determiner 397
generalization 154-156, 158, 160-164, 171-174, 593, 595, 603
instantiation 154-156, 158, 159, 161-166,
171, 172, 174, 183, 184, 196, 197
negation 384
quantifier 138, 149, 150, 153, 208, 397
set 19, 21

Turing machine 521
Universe of discourse $16,25,145,147,149$, $155,157,166,168,169,176,594$
set-theoretic 17
Unordered set 28
Unquantified variable 139
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Upper bound 71, 558
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Valid argument 115-117
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Value 31, 70, 139, 143-146, 151, 155, 165, 319-323, 327, 330, 333, 335, 340-342, 356, 364, 368, 370, 374, 376, 377, 404, 405, 414, 415, 419, 421, 427, 429, 458, $518,526,529,551,584,588,596,613$, 629
of function 34
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Variable 6, 138-140, 144, 148, 150, 154, 157, $163,165,171,175,177,187,188,192$, $212,220,223,224,226,228,229,231$, $234,308,323,324,326,415,416,425$, 529, 591
alphabetic 150-15.3
convention 345
Variation 379, 380, 388, 392, 394, 400, 620
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transitive 28
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[^5]
[^0]:    ${ }^{1}$ This problem was inspired by a legendary anecdote reported in the preface of an equally legendary, but actual Ph.D dissertation, Constraints on Variables in Syntax by J. R. Ross, MIT 1967. Since only parts of the dissertation are published, we repeat the anecdote here as told by Ross for historically accurate preservation:

[^1]:    ${ }^{1}$ The term "categorical" should not be confused with "categorial". The former is a term of long standing, particularly in logic; the latter is a recent coinage applied to a special type of phrase-structure grammar studied by Curry, Lambek, and others, and perhaps can also be used as an adjective corresponding to "category", although that is the etymology of the former.

[^2]:    ${ }^{2}$ The relation 'is at least as old as' is connected, but neither asymmetric nor antisymmetric. It is an example of what Suppes (1957) defines as a weak ordering, a relation which is transitive, refiexive, and connected, ie a connected preorder. This is not a kind of ordering that is standardly singled out; but one is free to define and name whatever kinds of formal systems one thinks will prove useful for one's purposes.

[^3]:    ${ }^{3}$ This is part of an interesting discussion in Waismann, Chapter 9. See also his Chapter 6.

[^4]:    $\ddagger$ This case is trivially decidable (the answer is always no) because the context sensitive languages do not contain $e$.

[^5]:    ther information about our publications on Linguistics are available on request
    Kluwer Academic Publishers - Dordrecht / Boston / London

