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Abstract

The topic of this dissertation is the famous principle of compositionality, stating that
the meanings of complex expressions are determined by the meanings of their parts
and how the parts are put together. The title belies its intent: rather than advanc-
ing a central thesis, it instead asks and provides answers to new questions about
compositionality. In particular, these questions arise by shifting from viewing com-
positionality as a property of symbolic systems — where what I call ‘status questions’
are naturally discussed — to viewing it from a procedural perspective, as operative in
processes of production and interpretation.

The questions the dissertation asks arise at successively narrower levels of scale.
At the level of our species, I ask: why are natural languages compositional in the
first place? At the level of small conversations: what role does compositionality play
in the broader theory of communication? And at the level of an individual language
speaker: what is the algorithmic interpretation of compositionality and what demands
on complexity does it impose? In the pursuit of answers to these questions, a wide
variety of methods are employed, from simulations of signaling games, to logic and

formal semantics, to theoretical computer science, as appropriately called for.
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Erstaunlich ist es, was die Sprache leistet, indem sie mit wenigen Silben
uniibersehbar viele Gedanken ausdriickt, dafs sie sogar fiir einen
Gedanken, den nun zum ersten Male ein Erdbiirger gefafit hat, eine
Einkleidung findet, in der ihn ein Anderer erkennen kann, dem er ganz

neu ist.

It is astonishing what language can do. With a few syllables it can
express an incalculable number of thoughts, so that even a thought
grasped by a human being for the very first time can be put into a form
of words which will be understood by someone to whom the thought is

entirely new.

— Frege [1923], translated R.H. Stoothoff
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Chapter 1
Introduction

In the epigraph to this dissertation, Frege points to an awe-inspiring feature of human
language: by producing a few sounds or marks on a sheet of paper, one can transmit
a thought to another. Frege also mentions that an ‘incalculable’ number of thoughts
can be so transmitted. The power of language largely comes from this expressivity.
Human language allows us to do more than label a fixed, finite inventory of thoughts,
as if communication were like choosing an item from a restaurant menu to order.
Rather, language allows us to creatively express new thoughts. For example, if this
dissertation is successful, I will have transmitted some thoughts to the reader that
they have never before entertained. And I will do so by producing sentences that
they have never read, heard, or rehearsed in inner speech before.

That the reader has the ability to recover the meaning of these never-before-seen
sentences reflects the productivity of linguistic understanding, which has in turn been

taken to motivate the famous principle of compositionality of meaning:*

(C) The meaning of a complex expression is determined by the meanings of the

expression’s parts and the manner in which they are combined.

The thought underlying the classic argument for (C) runs as follows: the best expla-
nation for productivity — that we can understand new sentences when we encounter

them for the first time — says that our process of understanding proceeds by relying

1See, for instance, Fodor [1987] (pp. 147-150) and Partee [1995].
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on ‘memorizing’ the meanings of basic expressions and then building the meanings of
larger units (phrases, sentences) on the basis of those and the structure of the larger
units.

Compositionality occupies an absolutely central position in the field of natural
language semantics. Witness the opening pages of any semantics textbook. §1.2
of Heim and Kratzer [1998] contains an extended version of the epigraph of this
dissertation. §2.1 of Chierchia and McConnell-Ginet [2000] and §1.1.1 of Jacobson
[2014] rehearse the productivity argument for compositionality. Despite this central
role, debates at the border between philosophy of language, semantics, and cognitive
science about the exact status of the principle have raged for decades.? These debates
center on what I will call ‘status questions’, questions which focus on the status of
(C).

This dissertation embodies a certain liberation from these status questions: while
they are important, moving beyond the exact status of the principle of composition-
ality allows new and exciting questions about it to be asked and addressed, using
methods that are not usually applied to questions about compositionality. With
that being the main contention of this dissertation, I will not present an extended
argument for a particular thesis, but rather show the fruitfulness of this liberated
perspective over the subsequent chapters. In the remainder of this introduction, I
will canvas some of the existing debates about compositionality, showing that they
all view the principle as a property of abstract symbolic systems. From this purview,
compositionality will be shown to have a privileged methodological status: whenever
tensions arise between compositionality and the properties of a symbolic system, the
latter must be changed. Because of this methodologically privileged position, we
should move past status questions. Doing so, and thereby taking a broader perspec-
tive on compositionality — as an ability exercised in processes of interpretation and
production — allows new questions to be asked. These questions, and my subsequent

answers, will be summarized.

2See Janssen [1997], Szabo [2013], Pagin and Westerstahl [2010a,b] for excellent surveys.
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1.1 Status Questions

1.1.1 Precisifications

The first status question is perhaps the most basic: what is the principle of com-
positionality? This question stems from the fact that (C), as stated, contains many
ambiguities which remain to be made more precise. What are meanings? What are
the part/whole structures of expressions? What modes of determination are permit-
ted? Are the meanings of the parts of a complex expression to be taken distributively
or collectively? Different answers to these questions lead to different precisifications
of the principle of compositionality. See §1 of Szabo6 [2013] for an excellent overview
of the choices here.

Both meanings and the part/whole syntactic structures of expressions are theoreti-
cal posits, introduced by the theorist to explain certain patterns of speaker judgments.
In the case of syntax, these judgments primarily consist in judgments of the gram-
maticality of various strings. In the case of semantics, the judgments are a bit more
variegated — involving truth-in-a-situation, entailment, ambiguity, et cetera — and are
generally the product of literal meaning together with other pragmatic and cognitive

3 Because of this variation and interaction, the semantic theorist has some

factors.
flexibility in choosing what sort of things meanings are. Lewis [1970] (p. 22) captures
the flexibility offered by this approach very nicely in his famous methodological dic-
tum: “In order to say what a meaning s, we may first ask what a meaning does, and
then find something that does that.”

A bit more can be said about the notion of determination in question: at a
minimum, the meaning of a complex expression must be a function of the meanings
of the parts and their syntactic structure. Being a function captures the thought that
specifying the meanings of the parts and their syntax suffices to determine, via the

function, the meaning of the whole. In many theorists’ eyes, there need not be a single

composition function.* Rather, the semantic composition function can depend on the

3See §2.2 of Yalcin [2014] and §1.3 of Chierchia and McConnell-Ginet [2000] for useful overviews
of the types of data to be explained by semantic theories.

4The leading account on which there is a single composition function follows Montague [1970),
1973] closely and uses function application as the only composition operation. Heim and Kratzer
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syntactic operation that forms the complex expression. This leads to the following

formulation, where p is the function returning the meaning of expressions:*:°

(CH) For every syntactic operation o, there is a function f such that for all expressions

€1,-..,en, we have: p(o(ey, ... e,)) = f(uler),...,u(en))

More substantively than functional dependence, Szab6 [2000] has argued that the
dependence in question should be understood as metaphysical supervenience and

Pagin [2012| that the function should have minimal computational complexity.

1.1.2 Counter-examples

Another status question asks about whether we should believe (C). That is: is the
principle of compositionality true? In light of the last section, the question can be
phrased more generally: on which disambiguations is the principle true? The litera-
ture on this question has centered around alleged counter-examples. Two sorts will
be discussed here, both in the domain of quantification. The first sort takes the most
common approach, in light of the functional interpretation (CH): if a complex expres-
sion changes meaning based on replacing a sub-expression with another expression
that has the same meaning, then the meaning of the complex is not a function of the
meanings of the parts and the syntax and so compositionality would fail.” The second
sort shows that meanings of a certain type cannot be generated compositionally to
deliver the right truth-conditions for sentences in a certain fragment.

The first sort of alleged counter-example is exemplified by the discussion of con-
ditionals and ‘unless’ under quantifiers initiated by Higginbotham [1986]. To see the

problem, consider the two sentences below:

(1) Every student will succeed unless they goof off.

[1998] attempt this form of type-driven interpretation, but end up introducing some other operations.

°See Pagin and Westerstahl [2010a]. Westerstahl [2012] discusses versions with context-
dependence.

5The ‘H’ in ‘(CH)’ stands for homomorphism, since the condition states that there is a homo-
morphism between syntax and semantics.

7Another example of this sort, from a domain besides quantification, comes from propositional
attitude reports. See Partee [1982] and Pelletier [1994] for discussion.
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(2) No student will succeed unless they work hard.

(1) has the following truth conditions: every student is such that either they will
succeed or they will goof off, with the ‘or’ understood exclusively. A standard com-
positional semantics that treats ‘unless’ as meaning exclusive disjunction and gives
‘every’ its standard meaning will derive these truth conditions. (2) has the following
truth conditions: no student is such that they both succeed and do not work hard. If,
however, ‘unless’ contributes an exclusive disjunction, (2) would have the following
truth conditions: every student both does not succeed and does not work hard. It
thus looks like no uniform meaning can be given to ‘unless’ can be given that accounts
for the contribution it makes to the sentences (1) and (2).

This appears to constitute a counter-example to compositionality because the
syntactic structures of (1) and (2) appear to be the same and we have a firm grasp
of the meaning of the quantifiers, but the contribution of ‘unless’ has to be sensitive
to the context into which it is embedded. While this problem has spawned a vast
literature,® T will here mention only the solution of Leslie [2009]. She takes ‘unless’
to do two things: to contribute an unpronounced necessity modal and to restrict the
domain of the explicit quantifier.” Doing so delivers the right truth conditions for the
target sentences while giving ‘unless’ a uniform meaning that does not depend on the
linguistic context into which it is embedded. Higginbotham’s argument, then, that
(1) and (2) are counterexamples to compositionality required making assumptions
about the range of possible meanings for ‘unless’, implicitly excluding the candidate
that Leslie came up with.

For an example of the second sort, we will look at branching quantification. To

see the problem, consider a simple quantified sentence.
(3) Every talk at the conference is great.

These are evaluated at variable assignment functions, so we can think of their semantic

8See, among others, von Fintel and latridou [2002] and Higginbotham [2003] and the references
therein.

9This latter feature takes inspiration from the analysis of conditionals by Lewis [1975] and Kratzer
[1986] as being domain restrictors.
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values as being sets of such assignments. For example, we have that
[(3)] =1iff {h:h ~, gand [talk(z)]" =1} = {h: h ~, g and [great(z)]" = 1}

where h ~, g means that h and g are assignments that agree everywhere except

possibly at the variable z. Now, consider the following examples.

(4) Some relative of each villager and some relative of each townsman hate each

other.

[(37) from Hintikka [1974]]

(5) Most philosophers and most linguists agree with each other about branching

quantification.

[(21) from Barwise [1979]]

(6) Each player of every baseball team has a fan, each actress in every musical has

an admirer, and each aide of every senator has a friend, who are cousins.

[(50) from Hintikka [1974]]

The sentences (4) and (5) require the assignments of objects to variables of the
two quantifiers to be done independently of each other. For example, in (4), there
must be a relative depending on each villager and a relative depending on each towns-
man, but there are no dependency relations between the choices of those relatives.!
This was thought to be a violation of compositionality because such truth-conditions
couldn’t be built ‘from the bottom-up’ in terms of the standard, first-order mean-
ings of the individual quantifiers. So writes Barwise [1979], p. 79: “Linguistically,
the discovery of branching quantification would force us to re-examine, and perhaps
re-interpret, Frege’s principle of compositionality according to which the meaning of

a given expression is determined by the meanings of its constituent phrases.”!!

0Because of this, the logical syntax for branching quantification often stacks blocks of quantifiers
since linear order creates scopal dependencies.

HCameron and Hodges [2001] prove that no semantics for branching that evaluates formulas at
single assignment functions can be given.
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Nevertheless, Hodges [1997| gave a compositional semantics for a fragment con-
taining these sentences with branching quantifiers. He did so by changing the ba-
sic semantic value to be sets of sets of variable assignments. That is, by replac-
ing [-]¢ with a different interpretation function [-]¢, where G is a set of assign-
ments, one can give a compositional semantics for branching quantification. For
example, (4) will get the logical syntax Va3yVv/{z,y} Jw/{z,y} : (V(z) A T(v)) —
R(z,y) A R(v,w) A H(y,w).> Then we have [(4)]¢ = 1 if and only if the set of
assignments G has the following property: if any two assignments in G agree on what
they assign to x, they also agree on what they assign to y; if any two assignments in
GG agree on what they assign to v, they also agree on what they assign to w; and every
assignment in G satisfies, in the usual first-order sense, the quantifier-free matrix of
the aforementioned logical form.'?

Both of these arguments present a very common pattern. An alleged empirical
counter-example to compositionality is proposed. It turns out only to be a counter-
example once certain views about the syntax of the sentences and their semantic
values are fixed. In the quantified conditionals case, the argument required assuming
that ‘unless’ was truth-functional. In the branching quantification case, the argument
required assuming that quantifiers denote sets of assignment functions. By enlarg-
ing the space of possible semantic values for expressions in the relevant fragment,
compositionality can be restored. That the dialectic follows this trajectory reflects
Lewis’ methodological dictum mentioned in Section 1.1.1: the theorist has flexibil-
ity to choose meanings based on their job description and a central feature of this
job description is that meanings must compose. So, upon finding that meanings of
a certain kind do not compose, the theorist can change their view on what kinds
of things meanings are. I take this general pattern to show that semanticists take

compositionality to be, as Fodor [2001] writes, “non-negotiable”.}

12Read Jy/{x} : ... as ‘there is a y, not depending on z, such that ...’. Read V as ‘is a villager’,
T as ‘is a townsman’, R as ‘are related to each other’, and H as ‘hate each other’.

13The framework of dependence logic generates these truth conditions not by considering special
logical forms for quantifiers, but by adding special atoms = (z1, - - -z, y) saying that y functionally
depends on the x;. See Vidnanen [2007], Galliani [2017].

4There’s a subtlety in that Fodor takes only the language of thought, and not natural language,
to be compositional. His arguments against the latter being compositional leave something to be
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1.1.3 Vacuity

The freedom of the semanticist just discussed raises the third status question: does
compositionality place any constraints on semantic theory or is it entirely vacuous?
A number of authors have argued, often with mathematical proofs behind them, that
compositionality is in fact vacuous. I will briefly survey these arguments and conclude
that while compositionality does in fact require independent constraints from syntax
and semantics to have empirical bite, compositionality is more methodologically en-
trenched than the sources of those constraints.

van Benthem [1986] (p. 200), succinctly summarizing Janssen [1983], notes that
most syntactic algebras in the literature are freely generated from lexical items. In
this situation, any assignment of meanings to the lexical items can be extended to a
homomorphism between the syntactic algebra and a semantic one, even when a map-
ping between syntactic and semantic operations has already been specified. Because
(CH) requires the existence of such a homomorphism and this result shows that they
are easy to come by, van Benthem concludes that “by itself, compositionality provides
no significant constraint upon semantic theory” (p. 200, emphasis in original). Two
things should be noted about this result and the remark. First, the setting assumes
that lexical meanings are given and need to be extended to a compositional semantics.
This assumption is implausible and runs counter to the usual methodological direc-
tion in semantic theorizing, where one has a rough idea of sentential truth conditions
and extracts lexical meanings that can generate them.'® Second, even ignoring this
criticism, van Benthem rightly hedges his claim with ‘by itself’; indicating that com-
positionality only constrains semantic theorizing in conjunction with other claims.

While many theorists look to independent claims from syntax to provide additional

desired.

15This reflects a kind of methodological reading of Frege’s context principle: “never to ask for
the meaning of a word in isolation, but only in the context of a proposition” (Frege [1884], p. 10).
This translation is J.L. Austin’s; here is the German: “nach der Bedeutung der Worter muss im
Satzzusammenhange, nicht in ihrer Vereinzelung gefragt werden”. While arguing for this lies beyond
the present scope, I contend that the context principle is wholly compatible with the compositionality
principle with the latter construed as a claim about interpretation and the former as a claim about
methodology.
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constraints, van Benthem suggests that providing an inference relation on seman-
tic values that aligns with native speaker judgments can be a source of additional
constraints.'6

Zadrozny [1994] famously proved the following: given a semantics p not satisfying
(CH), a new function p* can be defined which is compositional and from which
i can be recovered.!” To prove this theorem, however, Zadrozny has to define an
entirely new meaning algebra for the function p*. While this in itself is not a huge
problem — as we saw in Section 1.1.2, semanticists regularly change types of meaning,
and so meaning algebras, in order to restore compositionality — Westerstahl [1998§]
notes that the meanings Zadrozny defines build syntactic facts into the meanings so
that distinct expressions will always have distinct meanings. But such a function
will always be compositional, since compositionality only has force when there are
synonymous expressions.'® Such a departure from ordinary semantic judgments seems
too extreme.!”

Both results show that, on its own, compositionality places little to no constraint
on a semantic theory. While both results also make assumptions that make them in-
applicable to actual semantic practice, the general moral of this result together with
the case studies of counter-examples in Section 1.1.2 is this: compositionality only
gains force in conjunction with additional constraints from syntax and semantics.

But, when these additional constraints conflict with compositionality, theorists revise

16T 00king wider for additional sources of constraints raises interesting questions about the shape
of semantic theory and the role of compositionality therein. Traditionally, semantic values are used
to explain all meaning-relevant facts: truth-in-a-context, valid inference, assertoric content, and
other concepts are all defined in terms of semantic value. But it could be that separate ‘semantic
submodules’ are to be used for explaining different linguistic phenomena. (The natural logic pro-
gram, which develops separate representations to explain monotonicity inferences, can be seen as an
example of this approach. See ch. 6 of van Benthem [1986], Sanchez Valencia [1991], MacCartney
[2009], Icard III. and Moss [2014].) Would all of the submodules need to be compositional in a sense
appropriate to the domain, or does compositionality only apply to ‘denotational’ representations?
These questions, while fascinating, will be left for future pursuit. Thanks to Johan van Benthem for
discussion.

17 can be recovered in the sense that u (e) = u* (e) () for any expression e.

18See item (3) on p. 254 of Pagin and Westerstahl [2010a].

Relatedly, Dever [1999] notes that the original meanings given by p play no role in the com-
position process, which is entirely driven by what Dever calls ‘occult meanings’. In this sense,
the recoverability of p is uninteresting, since it plays no role in composing meanings of complex
expressions.
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them instead of concluding that compositionality is false. This reflects a method-
ological centrality for the principle: because it reflects fundamental properties of our
semantic competence, compositionality of a semantic theory will be preserved much

more strongly than other of its properties.

1.2 New Questions

Considering that the long tradition of asking status questions about compositionality
has resulted in recognition of its methodological centrality, we can be confident that
some version of the principle will remain entrenched in semantic theory. Therefore, I
believe that it is high time to ask new questions about compositionality. Whence the
sub-title of this dissertation.?

The particular new questions that this dissertation addresses arise from a shift in
perspective. In particular, the status questions just canvassed all view composition-
ality as a mathematical property of abstract symbol systems. While such a view can
be useful, it operates at a level of abstraction that is highly removed from the actual
speakers of natural languages. Because the original motivations for the principle of
compositionality come from properties of human linguistic understanding, I propose
to ask new questions about compositionality by viewing it from a procedural perspec-
tive, as something on display in processes of production and interpretation by actual
speakers.

To this end, each chapter of the dissertation addresses one new question about
compositionality, in order of decreasing levels of scale. At the level of our species: why
and how might compositionality have arisen in our evolutionary history? At the level
of small conversations: what role does compositionality play in our best theories of
communication? At the level of the individual language user: what is the algorithmic

interpretation of compositionality and what demands on complexity does it impose?

20Johan van Benthem, in personal communication, informs me that he and others joked in the
early 1990s about placing a moratorium on discussions of compositionality because of a feeling that
discussions of what I've called status questions were becoming stale. In a fictional review of Bolzano’s
Wissenschaftslehre, van Benthem [2013] (p. 302) refers to a 25-year moratorium beginning in 1990.
This dissertation, then, appears at just the right time.
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Because each chapter addresses a different question, they can be read independently
of one another. In the remainder of this introduction, I outline each of them in turn,

before summarizing and highlighting my previously published work in these areas.

1.2.1 Why are natural languages compositional?

The first question I ask stems from the observation that while various forms of com-
munication exist widely in the animal kingdom, from insects to birds to monkeys?!
and apes, human language appears to be unique in its capacity for complex expres-
sions and compositional interpretation thereof. One wonders, then, why humans have
this ability. Why, that is, are natural languages compositional?

To address this question, I extend the signaling game framework — pioneered by
Lewis [1969] and Skyrms [1996, 2004, 2010] — to model compositional language. This
framework models the emergence of meaning through repeated interactions of the
following kind: one agent, a Sender, has private information about the world which
it tries to communicate to another agent, a Receiver. The Receiver can perform an
action in the world and has common interests with the Sender. Starting from initially
random transmission of signals, dynamics of learning and /or evolution can eventually
create behavior which confers meaning on the signals. Because, however, all of the
signals studied in the literature up to this point have lacked any syntactic structure,
such studies offer at best explanations of the origins of lexical meaning.

To overcome this deficiency, Chapter 2 — Compositional Signaling in a Complex
World — augments signaling games with syntactically complex signals which can be
interpreted compositionally to capture what I call minimal negation. The chapter
presents computer simulations of Senders and Receivers learning to signal via a par-
ticularly simple form of reinforcement learning. I compare agents who can only use
simple signals with those who can use compositionally interpreted complex signals
and find the following: simple signaling systems are easier to learn in simple situa-

tions while compositional ones are easier to learn in sufficiently complex situations,

21For a very useful overview of the literature on monkey communication and an application of lin-
guistic methodology thereto, see Schlenker et al. [2016]. For a critical commentary on this program,
see Steinert-Threlkeld [2016D].
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where the complexity consists in how many things the agents need to communicate
about.

This provides one possible answer to the ‘why’ question by identifying a purpose
for which compositional language might have evolved: communicating about a multi-
tude of diverse situations. Because many animals may only have selective pressure to
communicate about a small number of topics — a few different predators, for instance
— this chapter also helps explain the scarcity of compositional signaling in the animal

kingdom. The chapter concludes by outlining future research directions.

1.2.2 What role does compositionality play in the theory of

communication?

The second question I ask stems from the interaction between compositionality at the
semantic level and the broader theory of communication in which semantics will be
embedded. Traditionally, there has been a tight link between the two: the point of
assertion is to transmit information by putting forth propositions. Moreover, tradi-
tional formal semantics has assigned propositions as the meanings of sentences, so a
simple picture emerges whereby to assert that p, one can assertorically utter a sen-
tence s that means that p. Famously, expressivists in metaethics have argued that
moral language does not function this way but rather expresses approval or disap-
proval of actions. Classic proponents of expressivism take it to be a semantic thesis:
moral terms and sentences containing them have different kinds of semantic value
than others.

In Chapter 3 — Pragmatic Expressivism and Non-Disjunctive Properties — I begin
by showing that distinguishing between compositional semantic value and assertoric

content??

allows a new form of expressivism, which I call pragmatic expressivism, to
be formulated. On this view, expressivism is not a thesis first and foremost about
the meanings of certain terms, but about what we do with them. By noting that
the pragmatic expressivist can be seen as replacing the role played by propositional

content in the standard theory of assertion with a role played by a property of an

228ee Ninan [2010], Rabern [2012], Yalcin [2014].
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agent’s attitudes, I argue that pragmatic expressivists should endorse the following:

Non-Disjunctive Expressive Principle: The semantic value of a sentence, to-
gether with context, determines which non-disjunctive property of attitudes

is expressed by that sentence in context.

The argument, in a nutshell, runs as follows: pragmatic expressivists identify a role
in their theory of communication for a property of attitudes expressed by a sentence,
but this role can only be played by non-disjunctive properties of attitudes.

After defending that argument, I show that the most well-developed version of
pragmatic expressivism — that of Yalcin [2007, 2011, 2012] for epistemic modals — sys-
tematically violates the principle by allowing disjunctive properties to be expressed.
A new pragmatic expressivism, based on an assertability semantics which evaluates
sentences at information states (i.e. sets of worlds), is developed. I then state (and
prove in Appendix A) a theorem showing that the new theory satisfies the principle in
that every sentence expresses a non-disjunctive property of attitudes. As a welcome
consequence of satisfying this demand, the theory also aptly handles other data con-
cerning the interaction of epistemic modals and disjunction. The conclusion mentions
future directions and preliminary experimental results — presented in Appendix B —

corroborating an interesting prediction of the theory.

1.2.3 Does composition itself increase semantic complexity?

The third and final question I ask concerns the interaction of semantic composition
with cognitive processes like sentence verification. In particular, thinking of such
processes as algorithmic: how does compositionality work at an algorithmic level
and does it increase the computational complexity of certain tasks? In Chapter 4
— Composing Semantic Automata — 1 address this question by looking at the task
of quantifier sentence verification from the perspective of the semantic automata
framework.

This framework shows how devices from theoretical computer science — in partic-
ular, automata — can be assigned as verification procedures for sentences containing

quantified expressions like ‘every student’ and ‘most apartments’. Certain quantifiers
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— ‘every’, ‘at least two’, et cetera — can be captured by finite-state automata, the
simplest kind of automaton. Others — ‘most’, ‘less than two thirds of’, et cetera —
require a more complicated kind of automaton called a pushdown automaton which
augments a finite-state one with a form of memory. After introducing all of these
concepts and results, I summarize experimental work — both neuroimaging and be-
havioral — showing that this divide is psychologically real: when verifying the truth of
sentences containing quantifiers requiring pushdown automata, people activate work-
ing memory in a way that they do not when the quantifiers require only a finite-state
automaton.

After discussing the connection between semantic automata and semantic theory
more generally, suggesting that automata provide ‘level 1.5 explanations’ and em-
body a distinction between semantic competence and performance, I present a new
extension of the framework to handle sentences like ‘most students take at least three
classes’, where quantified expressions appear as both subject and object of a transitive
verb. The truth-conditions of such sentences are given as properties of binary rela-
tions built by a semantic composition operation called iteration of the two quantified
expressions. Defining an analogous operation on automata allows us to address the
question: does iteration increase the complexity of quantified sentence verification? In
the Chapter, I prove that various classes of languages — star-free, regular, determinis-
tic context-free — are closed under iteration: if two quantifiers have languages in that
class, then the language for their iteration also belongs to that class. This shows that
for a wide swath of natural language quantifiers, iteration does not increase the com-
plexity of verification, when the complexity is measured by the Chomsky hierarchy
of types of language.

I also use automata for iteration of quantifiers to address a question from the
theory of generalized quantifiers, which are used to model the truth-conditions of
the sentences in question. In particular, the Frege Boundary?® divides the set of
sentences which state properties of transitive verbs into those that can be expressed

as iterations of quantifiers and those that cannot. While the Boundary itself has been

23 As coined by van Benthem [1989b)].
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characterized,? it has been unknown whether the Boundary is decidable: is there an
algorithm telling whether a given sentence of the right kind is an iteration or not?
Using tools from automata and formal language theory, I answer this question in the
affirmative, at least for the case where the sentence has a corresponding deterministic

context-free language.

1.3 Summary and Previous Papers

This dissertation does not present an extended argument for one central thesis, as
some do. Rather, it aims to show the fruitfulness of a shift in perspective on the nature
of compositionality. By focusing on it as a procedural ability of speakers of natural
languages, new questions naturally arise. As my previous summaries of the ques-
tions and their answers and the subsequent chapters show, this shift in perspective
comes with a corresponding shift in methodology. While most of the status questions
are addressed by using tools from algebra, this dissertation uses, among other tools,
signaling games and computer simulations, logic and formal semantics, theoretical
computer science, and experimental cognitive science. To my mind, this methodolog-
ical diversity stands as a welcome consequence of the shift to a fresh perspective on
compositionality. When new questions are asked, they should be addressed using the
best tools available for addressing them. Should different questions require different
tools, a researcher should try to expend their toolbox.

The dissertation does not stand on its own, but builds on earlier work of mine
— much with wonderful co-authors — that has been previously published. I must
here acknowledge these works and their publishers. The large majority of Chapter 2
appeared in Journal of Logic, Language and Information as Steinert-Threlkeld [2016¢]
and is reproduced here with Springer’s permission. While the argumentative structure
and final logical system of Chapter 3 are original, it has been heavily inspired by
joint work with Peter Hawke, earlier versions of which have appeared as Hawke and
Steinert-Threlkeld [2015, 2016a]. Once again, the permission of Springer is gratefully

acknowledged. Chapter 4 contains a new and streamlined presentation of a mix of

248ee Keenan [1992, 1996b], Dekker [2003].
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original and joint (with Thomas Icard) work that has previously appeared as Steinert-

Threlkeld and Icard III. [2013], Steinert-Threlkeld [2014, 2016a]. For a third and final

time, Springer’s permission is gratefully acknowledged.



Chapter 2

Compositional Signaling in a
Complex World

Denn der Mensch, als Thiergattung, ist ein singendes Geschopf, aber

Gedanken mit den Tonen verbindend.

For man, as an animal species, is a singing creature, but associating

thoughts with tones.

von Humboldt [1836], p. 60

2.1 Introduction

In the epigraph, Humboldt points to an awe-inspiring feature of human language:
that it allows us to use sensible devices to transmit thoughts across the gap between
human minds. Perhaps even more remarkable than this feat is how we accomplish it.
As Humboldt later puts it, through language we “make infinite use of finite means”
(pp- 98-99). This has been taken to be an early statement of the productivity of our
linguistic competence, which has in turn been used to motivate the famous principle

of compositionality. Roughly:*

!The earliest statement in the Western tradition appears to be in Frege [1923]. Pagin and
Westerstahl [2010a] find a similar statement in an Indian text dating from the fourth or fifth century.

17
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(C) The meaning of a complex expression is determined by the meaning of its parts

and how the parts are put together.

A sizable body of literature in philosophy and linguistics has debated the truth
of (C).? Most arguments for (C) take the form of inferences to the best explanation:
the truth of (C) gives us the best explanation of the learnability, systematicity, and
productivity of our understanding of natural languages.® These last two properties
refer, respectively, to the fact that anyone who understands a sentence like ‘dogs like
cats’ automatically understands ‘cats like dogs’ and the fact that competent speakers
can understand novel expressions that are built out of known simpler expressions and
syntactic rules.

As discussed in Chapter 1, my aim in this dissertation is not to evaluate any
of these arguments in particular or to answer the status question of whether (C) is
true. Rather, I will simply suppose that (C) is true. In this chapter, then, I ask a
new question: why is (C) true? In other words, what explains the fact that natural
languages are compositional?

At first glance, it is hard to know what form an answer to this why-question would
even take. The kind of answer I am interested in is broadly evolutionary. A crude
first pass would transform one of the above arguments for the truth of (C) into an

answer to the present question. Those arguments all take the form:
(7) Our linguistic abilities have property P.
(8) The best explanation for (7) is that (C).
(9) Therefore, (C).

By starting at the same point but taking a different fork in the argumentative road,

one can turn this into an evolutionary argument along the following lines:

2A related literature also focuses on making the statement of (C) more precise so as to avoid
worries that it is trivial and/or vacuous. See, for an overview, §2.1 of Pagin and Westerstahl [2010b].
In what follows, I will assume that (C) has been formulated in an appropriately more precise way.

3For learnability, see Davidson [1965]. For systematicity and productivity, see Fodor and Pylyshyn
[1988], Fodor [1987], and Fodor [1998]. Some also take the principle to be a methodological one,
guiding inquiry in semantics. See Szabo [2013], Pagin and Westerstahl [2010a,b], and Janssen [1997]
for overviews of all of these proposals.
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(7) Our linguistic abilities have property P.
(8)” That (7) would have been good for our ancestors.
(9)” Therefore, linguistic abilities with property P are likely to have evolved.

Unfortunately, this general form of argument is too unconstrained. Plenty of proper-
ties — say, the ability to run 50 miles per hour — would be good to have but have not
evolved. In addition to constraints coming from the laws of physics and ecological
pressures, the mechanisms of evolution — natural selection, in particular — operate
locally in the sense that they can only select for genetic variations already present
in a population of organisms.* Moreover, the mechanisms for introducing variation
(drift, mutation, etc.) are unlikely to make every possible beneficial feature available.

Haldane [1932]| puts the point quite nicely:

A selector of sufficient knowledge and power might perhaps obtain from
the genes at present available in the human species a race combining
an average intellect equal to that of a Shakespeare with the stature of
Carnera. But he could not produce a race of angels. For the moral
character or for the wings he would have to await or produce suitable

mutations. (p. 110)

More generally, we can say that evolutionary answers to the why-question are
constrained by a how-question: how, actually, did natural languages come to be
compositional? Because the kind of evidence needed to answer this question — e.g.
detailed archaeological records — is hard to come by and incomplete, the strongest
constraint will be a different how-question: how, possibly, could natural languages
come to be compositional? In this paper, I attempt to answer the why-question using
models that are simple and widely-used enough to plausibly satisfy this how-possibly
constraint. In particular, I will add a very rudimentary form of compositionality
to Lewis-Skyrms signaling games and show that compositionality can help simple

agents learn to signal in increasingly complex environments. This will exhibit a

4See chapter 3, section 5 of Bergstrom and Dugatkin [2012] for a discussion of constraints on
natural selection. Futuyma [2010] considers more constraints than just a bottleneck in variation.
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sense in which it would be good to have a compositional language. But the model
of signaling and of learning used are simple enough that this learnability advantage
could have conferred a fitness advantage in the prehistory of our species. Thus, while
the results to be presented do not present a story about the gradual emergence of
compositionality, they are likely to be compatible with any such story.

The chapter is structured as follows. In the next section, I introduce signaling
games and the simple form of reinforcement learning that I will use later. Then, in
section 3, I introduce the negation game, which enriches basic signaling games with
non-atomic signals that are interpreted compositionally. Following that, section 4
presents simulation results of reinforcement learning in the negation game in increas-
ingly large state spaces. We will see that compositional interpretation only makes
learning easier in large state spaces and that how much compositionality helps learn-
ing strongly correlates with the number of states. From there, I drop the assumption
that negation is built-in and ask whether the meaning of a function word can be
learned. In a suitable set-up, I am able to prove that negation is learnable and offer
simulation results that show that such learning happens very quickly. After that,
I compare my work with other proposals in the literature and conclude with some

future directions.

2.2 Signaling Games and Reinforcement Learning

Lewis [1969] introduced signaling games to understand how stable linguistic meaning
could be conventional. In the simplest case, there are two agents — the Sender and
the Receiver — who have common interests. The Sender can see which of two states of
the world (call them s; and ss) obtains and has two signals (call them m; and ms) to
send to the Receiver. The Receiver cannot see which state of the world obtains, but
only which signal was sent by the Sender. Then, the Receiver can choose to perform
one of two acts (call them a; and as). It is assumed that a; is appropriate in s; and
as in S9 in that both the Sender and Receiver receive a benefit if a; is performed in
s;, but not otherwise. Ideally, then, the Sender will send m; only in one state and ms

only in the other and the Receiver will perform the appropriate act upon receiving m.
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There are two ways of this happening, corresponding to the two so-called signaling

systems. Schematically:

S1—=M1 —>

Sg =My —> Q2

S1 my a1
59 mo as

If we view the meaning of m; as the state(s) in which it gets sent, this shows that

the meaning depends on which signaling system the Sender and Receiver choose to
adopt.® In this sense, it is conventional.

These ideas can be developed slightly more formally, in a way that will help for
later. Writing A (X)) for the set of probability distributions over a finite set X, we

introduce a string of definitions.

Definition 2.1 (Signaling Game). A signaling game is a tuple (S, M, A, 0, p, u, P) of
states, messages, acts, a sender o : S — A(M), a receiver p : M — A(A), a utility
function u : S x A — R, % and a distribution over states P € A(S). o and p have a

common payoff, given by

m(o,p) = D, P(s) Y u(s,a)- ( >, o(s)(m)-p(m) (a)> (2.1)
seS aceA meM

We will also refer to 7 (o, p) as the communicative success rate of o and p. If o is not

probabilistic but rather a deterministic function, we call it a pure sender. Mutatis

mutandis for p and receiver.

5This corresponds to one of two types of informational content for a signal identified in chapter
3 of Skyrms [2010] and reflects the idea that a proposition is a set of possible worlds.

6In not having the utility function depend on the signal sent, we are assuming that no signal is
more costly to send than any other.
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The most well-studied class of signaling games are generalizations of the two-state
game described above, where there is an equal number of states, signals, and acts,

with exactly one act appropriate for each state. I will call these Atomic n-games.

Definition 2.2 (Atomic n-game). The Atomic n-game is the signaling game where
S| = |[M| = |A] = n, u(s;,a;) = 1iff i = j, 0 otherwise, and P (s) = 1/n for every
seSs.

Definition 2.3. The Lewis game is the Atomic 2-game.

Definition 2.4. A signaling system in a signaling game is a pair (o, p) of a sender

and receiver that maximizes 7 (p, o).

The reader can verify that the two signaling systems depicted at the beginning of
this section are indeed the only ones in the Lewis game according to this definition.
In fact, they are the only two strict Nash equilibria of the Lewis game. More gener-
ally, Trapa and Nowak [2000] show that the Atomic n-game always has strict Nash
equilibria, all of which have the following form. By currying, we can view ¢ as an
n x n stochastic matrix S, with S;; = o (s;) (m;) and p as an n x n stochastic matrix
R, with Ry, = p(my) (a;). Then: (o, p) is a stict Nash equilibrium iff S is a permu-
tation matrix” and R = ST.® These strict equilibria have 7 (0, p) = 1, which is the
maximum value that 7 (¢, p) can obtain. There are, however, other Nash equilibria

in the Atomic n-game which have lower communicative success rates.

2.2.1 Reinforcement Learning in Signaling Games

Lewis’ full analysis of conventional meaning in terms of signaling systems makes strong
assumptions about common knowledge and rationality of the Sender and Receiver.
Thus, while it provides a nice conceptual analysis, it cannot offer an explanation of
how agents might arrive at or come to use a signaling system. In a long series of

work, Skyrms [1996, 2004, 2010] and colleagues have weakened these assumptions

7 A matrix with only 1s and 0s, where each row has a single 1 and distinct rows have 1s in distinct
columns.

8Here, MT denotes the transpose of M, i.e. (MT)U, = Mj;.
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and explored various dynamic processes of learning and evolution in the context of
signaling games. Here, I outline one exceedingly simple form of learning called Roth—
Erev reinforcement learning.”

Now, instead of the signaling game being played once, we imagine a Sender and
Receiver repeatedly playing the game. We also imagine that each is equipped with
some urns: the Sender has an urn for each state with balls in it labeled by signals,
while the Receiver has an urn for each signal with balls in it labeled by acts. When the
Sender finds out what state obtains, it draws a ball from the corresponding urn and
sends the signal written on the ball. When the Receiver hears the signal, it draws
a ball from the corresponding urn and performs the act written on the ball. We
assume initially that each urn has one ball of every appropriate kind. If the act was
appropriate for the state, the Receiver adds a ball of that act to the signal’s urn and
the Sender adds a ball of that signal to the state’s urn. Otherwise, nothing happens.
The addition of balls of the same type after successful play of the game makes it more
likely that similar choices will be made in the future, thus reinforcing the choices that
led to successful signaling. In the context of the how-possibly constraint mentioned
in the introduction, it must be noted that Schultz et al. [1997| show that dopamine
neurons in certain areas of primate brains appear to implement a similar reinforcement
learning procedure.!”

Slightly more formally and generally,'! we keep track of the accumulated rewards
of the players’ choices. That is, we have functions ar,; : S x M — R and ar,; :
M x A — R. At t = 0, these are set to some initial values, usually 1. They are then

incremented by

areii1 (Si,my) = argy (si,mj) + w (s;, ax)

arpt+1 (mj7 ak) =arpt (mj, ak) +u (Sz', ak)

9See Roth and Erev [1995]. Sutton and Barto [1998] provides a detailed introduction to rein-
forcement learning.

10That seminal paper has spanwed a large body of research. See Schultz [2004] and Glimcher
[2011] for overviews.

1For instance, the ball-in-urn metaphor essentially assumes that the utility function only has
integer values.
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where s;, m;, and a; were the state, message, and act played at time ¢. How, though,
do the Sender and Receiver choose their signals and acts? The simple idea captured
by the urn metaphor is that they do so in accord with their accumulated rewards;
that is, to the extent that those choices have been successful in the past. In other

words:

o1 (81) (my)ocary, (si, m;)

pre1 (my) (ak)ocar,, (my, ax)

The simplicity of this learning method does not prevent it from being effective. Con-
sider, first, the Lewis game. In simulations with every urn containing one ball of
each type and payoffs equaling one, after 300 iterations, the Sender and Receiver
have 7 (0, p) ~ 0.9 on average.'? In fact, for this simplest case, one can prove that

Roth-Erev learning converges to a signaling system.

Theorem 2.1 (Argiento et al. [2009]). In the Lewis game, with probability 1,

lim 7w (O_t, Pt) =1

t—00

Moreover, the two signaling systems are equally likely to occur: with probability 1/2,

0= lim 2t (51,1m1) — Jim 2 (82, m2) _ Jim P (m1, a1) — lim 2 (ma, az)
t= oy (81, m2) =0 0y (‘927 ml) t—00 POy (ml, a2) =0 Py (m27 al)

while with probability 1/2, the limits of the reciprocals are 0.

When considering the Atomic n-game for larger n, simulations have somewhat
mixed results. Barrett [2006] finds that for n = 3,4, after 10° iterations, agents have
7 (0, p) > 0.8 at rates of .904 and .721, respectively. For n = 8, that number drops to
.406. Nevertheless, the agents always perform significantly better than chance. I will
present my own simulation results for this situation later and so do not dwell on them

here. Analytically, Hu et al. [2011] show that there is a large class of non-strict Nash

12See Skyrms [2010], p. 94.
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equilibria of the Atomic n-game (the so-called partial pooling equilibria) to which

Roth-Erev learning converges with positive probability.?

2.3 The Negation Game

Having seen the basics of signaling games and reinforcement learning, we are in a
position to use these tools to answer our original question: why would compositional
languages arise?” To address this question, we first need to extend the Lewis-Skyrms
signaling games to handle rudimentary forms of compositional signaling. In particu-
lar, we will focus on having a signal corresponding to negation.

To get an intuition for how the model will work, consider vervet monkeys.!* These
monkeys have three predators: leopards, eagles, and snakes. It turns out that they
have three acoustically distinct signals — a bark, a cough, and a chutter — that are
typically sent only when a predator of a particular type is present. Moreoever, when
a vervet receives one of the signals, it appears to respond in an adaptive way: if it
hears a bark, it runs up a tree; if a cough, it looks up; if a chutter, it looks down.

Schematically, their behavior looks like:

leopard bark climb tree

eagle cough look up

snake —— chutter —— look down

As the diagram above suggests, a signaling system in the Atomic 3-game provides a
natural model for this signal /response behavior.
More speculatively, suppose that a vervet on the ground saw that a group-mate

had run up a tree as if a leopard were present. The vervet on the ground, however,

13Similar results hold for the closely related replicator dynamics. See Huttegger [2007], Pawlow-
itsch [2008]. Hofbauer and Huttegger [2008, 2015] study the replicator-mutator dynamics for these
games.

14Gee Seyfarth et al. [1980].



CHAPTER 2. COMPOSITIONAL SIGNALING IN A COMPLEX WORLD 26

knows that no leopard is present. It would be useful if it could signal such a fact to
the monkey in the tree so that it would come down and the group could get on with
its business. To signal that no leopard was present, the vervet on the ground could
attempt to use a completely new signal. Alternatively, it could send a signal along
the lines of “no bark”, relying on the fact that the other vervets already know how to
respond to barks. This latter solution seems prima facie superior since it leverages the
existing signaling behavior. Moreover, Zuberbiihler [2002] finds a syntax of exactly
this simple kind in Campbell monkeys: they have alarm calls for leopards and eagles,
which can be prefixed with a low ‘boom boom’ sound to indicate that the threat is
not immediate.!® That some monkeys have such syntax makes it plausible that the
following model will fit well with theories of the gradual emergence of compositionality.

To model signaling behavior of this sort, let us introduce the negation game. For
a given n, there are 2n states and acts with the same utility function as in the Atomic
2n-game. Now, however, instead of all messages being simple/atomic, the Sender can
also send a sequence of two signals. The Sender has n “basic” signals my, ..., m, and
can also send signals of the form Hm; for some new signal H and 1 < ¢ < n. Now,
in the extended vervet case, and with negation in general, there are certain logical
relations among the states. The model here will capture a few basic intuitions about

the relations imposed by negation:
e Every state has a negation.
e The negation of a state is distinct from the state.
e Distinct states have distinct negations.

The relevant mathematical notion capturing these intuitions is that of a derangement:
this is a bijection (a one-to-one and onto function) with no fixed points, i.e., no = such
that f(x) = 2.1 So, writing [n] = {1,...,n}, we also assume that we are equipped

with a derangement f : [2n] — [2n].}” We will consider f as a function on both the

15See Schlenker et al. [2014] for a detailed semantic analysis of this form of signaling. They in fact
find that the basic alarm calls have roots with a morphological suffix.

16See Hassani [2003] for the definition and applications.

17To fully model classical logical negation, we would also need to require that f is an involution,
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states and acts by writing f (s;) := s4) and f(a;) := af). Two examples of state

spaces with derangements may be illuminating.

Example 2.1. There are six states: for each of a leopard, snake, and eagle, one
state indicates the presence and another the absence thereof. The function sending
presence states to the corresponding absence state and vice versa is a derangement,
depicted here:

leopard leopard
snake snake

eagle eagle

Example 2.2. Let W be a set of worlds. Then P (W), the set of subsets of W, is
the set of propositions based on those worlds. Set complement is a derangement on

P (W), often used to specify the meaning of negation: [—¢] = W\[¢].

These examples show how the notion of a derangement captures the minimal core
of negation in terms of the three intuitions above. Because of this, I will use the term
‘minimal negation’ in this context. The question now becomes: how can the Sender
and Receiver exploit this structure to communicate effectively?

First, consider the Sender. For simplicity, let us suppose that this is a pure sender,
so that it always sends one signal in each state. Without loss of generality, we can
even suppose that it sends m; in s;. Nature might inform the Sender, however, that
state s, obtains for some k > n. What signal, then, should it send? We can use the
derangement f which captures the idea of minimal negation. For some i, sx = f (s;).
The Sender will therefore send Hm;. To put it more formally in order to foreshadow

the generalization to a Sender using a mixed strategy, o (f(s;)) = Ho (s;).

i.e. that f (f (¢)) = . But since our syntax is so impoverished that sending a “double negation” signal
is not possible, we can omit this requirement. It is also doubtful that natural language negation
satisfies double negation elimination. This remark about involutions does, however, explain why we
have 2n states and acts: a permutation that is an involution will only have cycles of length < 2.
And being a derangement requires that there are no cycles of length 1. Together, this means that
[n] only has derangements which are involutions if n is even.
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What about the Receiver? It will “interpret” H as a minimal negation in the
following way. When it receives a signal Em;, it looks at the act it would take in
response to m;. Suppose that’s a;. Instead, however, of taking that act, it performs
f(a;). Again, to put it formally: p(EHm;) = f(p(m;)). Here already we see the
rudiments of compositionality: a complex signal is ‘interpreted’ as a function of the
interpretation of its part. Now, consider a Sender and Receiver playing in this way. If
sj obtains, the Sender sends EHm;. The Receiver then will play f (p(m;)) = f(a;) =
ay, which is the appropriate act.

This simple model shows how sending signals corresponding to minimal negations
can enable the Sender and Receiver to reach a signaling system in a large and logically
structured state space. As presented, however, we required that both agents played
pure strategies and that they had an agreement on the meanings of the basic sig-
nals. We can generalize the above definitions to allow for mixed Sender and Receiver
strategies. Once we have done that, we can use Roth-Erev reinforcement to try and

learn those strategies.

Definition 2.5 (Negation n-game). A Negation n-game is a tuple (S, M, A, o, p,u, P, f)
where |S| = |A| = 2n, f: [2n] — [2n] is a derangement, and u (s;,a;) = 1iff i = 5, 0

otherwise. M = {my,...,m,} U {Em; : 1 <i < n}. Moreover, we require that:'®
o (f (s5)) Bmi)oco (s;) (ms) (2.2)
p Bmi) (f (a;)) = p(mi) (a;) (2.3)

Payoffs are given by (2.1) as before.

We can understand these constraints in terms of the urn model described above.
Consider, first, the Sender. Now, the Sender’s urns also contain balls labelled H.

If one of these balls is drawn from an urn (say, s;), then the Sender looks at the

180r equivalently:

o (s;) (@mi)oco (f71 (s5)) (m)
p (Ems) (a;) = p(mi) (F~" (ay))
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urn for f!(s;), draws a non-H ball (say, m;) and then sends Em,;. This Sender
behavior exactly implements the constraint (2.2). The Receiver’s behavior is even
simpler: for signals of the form m;, it simply draws a ball from the appropriate urn
as before. When, however, encountering a signal =m;, the Receiver draws a ball
from the m; urn (labelled, say, ax) and then performs f (a;). This Receiver behavior
exactly implements the constraint (2.3). In this way, the Sender uses and the Receiver
interprets (= as minimal negation. Given this model of behavior, implementing Roth-
Erev reinforcement learning for the Negation n-game is as simple as reinforcing all the

choices made in a given iteration. That is, we perform the following reinforcements:

arg41 (85,8) = arey (s5,8) + u (s, f (ax))
AT 41 (fil (Sj) 7mi) = aTgt (fil (Sj) 7mi) +u (Sjv f (ak))

arpi+1 (mi> ak) =arpt (mi’ ak’) tu (Sj’ / (ak))

Learning in the Negation n-game provides a model to answer the following question:
given the ability to use a signal to mean minimal negation, can the Sender and

Receiver learn how to use the atomic words to communicate effectively?

2.4 Experiment

We are now in position to test whether compositional languages are in some sense
better. In particular, we will ask whether such languages are easier to learn than lan-
guages with only atomic signals. Consider again Example 2.1, where the vervets want
to communicate about both the presence and absence of leopards, snakes, and eagles.
Prima facie, it seems like having minimal negation around would make learning easier:
once signals for the three predators are known, the signals for their absence are also
automatically known by prefixing with the negation signal. By contrast, with only
atomic signals, three new unrelated signals would need to be introduced to capture the
states corresponding to the lack of each predator. Of course, similar thoughts apply
for more or fewer than three predators, so I will compare atomic versus compositional

languages when there are different numbers of states.
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2.4.1 Methods

To test the hypothesis that compositional languages will be easier to learn, I ran
100 trials of Roth-Erev learning for each of the Atomic 2n-game and the Negation
n-game for each n € {2,3,4,5,6,7,8}. The initial value of accumulated rewards was 1
for every argument. Similarly, u (s;,a;) = 1 when ¢ = j. Each trial consisted of 10,000
iterations. This relatively low value was chosen so that differences in speed of learning
may also be apparent. I measured 7 (o, p) for each trial at the end of the iterations of
learning. The code for running these simulations and performing the data analysis,
in addition to the actual data, may be found at http://github.com/shanest/learning-
evolution-compositionality. Let ATOMjy, (respectively, NEG,,) refer to the set of 100

such payoffs of the Atomic 2n-game (respectively, Negation n-game). I will use (-) to

refer to the mean of a set of values.

2.4.2 Results

To measure the effectiveness of Roth-Erev learning, the mean payoffs of the trials of
each game for each n were computed. Welch’s t-test was used to test the hypothesis

that those means are different. These results are summarized in Table 2.1, where

DIFF,, = NEG,, — ATOM,,,.

n 2 3 4 ) 6 7 8

ATOM;y, 0914  0.863 0.819  0.758  0.699 0.617  0.506
NEG, 0.851 0.816  0.786  0.746  0.706 0.661 0.605
D1rr, —0.064 -0.046 —-0.033 —-0.013  0.007 0.044  0.099

t 3.666  3.461 2.897 1.117 —-0.724  —4.825 —10.88
D 0.0003  0.0007 0.0042 0.2654 0.4698 0.000003 0.6e-22

Table 2.1: Means and t-tests for Roth-Erev reinforcement learning.

To measure the effect, if any, of n on the effectiveness of Roth-Erev learning in
the two types of game, a simple linear regression of DIFF,, on n was run. This yielded
r = 0.9658 and p = 0.00041, indicating a very strong positive linear correlation.

Figure 2.1 shows the line of best fit overlayed on the data.


http://github.com/shanest/learning-evolution-compositionality
http://github.com/shanest/learning-evolution-compositionality
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Figure 2.1: Fitting a line to DIFF,,.

2.4.3 Discussion

There are two main take-aways from these results. First, having a compositional
language does not always make learning easier. To see this, note that a negative
value of DIFF,, means that agents learn to communicate more successfully with the
atomic language than with the minimal negation language for that value of n. This
occurs for n = 2,3,4,5. Moreover, the p values from the Welch’s t-test show that for
n = 2,3,4, this difference in mean success is in fact statistically significant. Thus,
when there are not many states (4, 6, and 8 respectively) for the agents to distinguish,
an atomic language is easier to learn. By the time we reach n = 7 (14 states), however,
the agents using a compositional language do perform statistically significantly better,

as evidenced by the positive value for DIFF; and the very low p value there. This
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trend also continues for the n = 8 (16 state) case.

This leads to the second observation: the very strong positive correlation between
n and DIFF, (r = 0.9658) shows that it becomes increasingly more advantageous
from a learning perspective to have a compositional language as the number of states
increases. Thinking of the number of states as a proxy for the complexity of the world
about which the agents must communicate, we can summarize these two results in
a slogan: compositional signaling can help simple agents learn to communicate in a
complex world.

Taken together, these results present a precise model identifying one ecological
pressure that could explain the evolution of compositionality: the need to commu-
nicate about a large number of situations. Moreover, the surprising fact that com-
positional languages only confer a learning benefit in large state spaces shows an-
other sense in which the crude evolutionary arguments from the introduction are too
unconstrained. Recall that premise (2’) claimed that, for example, productive un-
derstanding would have been ‘good’ for our ancestors. Perhaps one could even have
identified the sense of goodness with learnability. These simulations, however, show
that the situation is not so simple: the sense in which a compositional language is
good depends very strongly on the size of the state space. One could not have figured
that out without analysis of the kind presented here.

Note that this experiment examined only the most rudimentary form of composi-
tional semantics. Nevertheless, the fact that this form only exhibited advantages in
a suitably complex world suggests that even more sophisticated languages (with, for
instance, binary operators and a partially recursive syntax) will only be advantageous
when the world in which the agents are embedded also is substantially more complex.
Moreover, that compositionality only confers an advantage in large state spaces may
explain why it is rare in the animal kingdom: many species may not have pressure to

talk about many different situations.
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2.5 Learning Negation

While the above experiment shows how having a rudimentary form of compositional
signaling can be beneficial, it leaves open the question: where did the compositional
signaling come from? That is, can the agents learn to use a signal as negation?

To model the learning of negation itself, we need to relax the definition of the
Negation n-game so that the Sender must learn how to use ( and the Receiver must
choose how to interpret the signal . Instead of putting one derangement in the
model, we will put in a whole set of functions F. The Receiver will have distributions
over the acts for each basic signal and a distribution over F for H. Its choice on how
to interpret EHm; will directly refer to this latter distribution which reflects how it

will interpret  as a function.

Definition 2.6 (Functional n-game). A Functional n-game is a tuple (S, M, A, o, p, u, F)
where S, M, A, and u are as in the definition of a Negation n-game (see Defini-
tion 2.5). F is a set of functions [2n] — [2n] (not necessarily bijections). We require

that exactly one g € F is a derangement. For the Receiver, we require that

pEma) (@) =Y 0@ (9)- D, plmi)(ar) (2.4)

geF k:g(k)=j

Intuitively, this constraint captures the following behavior. The Sender no longer
uses H explicitly as minimal negation; its behavior is unspecified. Now, instead of the
Receiver automatically interpreting H as minimal negation, it first chooses a function
by which to interpret it. In terms of the urn models, the Receiver now has another
urn labeled EH. Balls in this urn, however, are labeled with functions g € . When
the Receiver receives a signal Hm;, it draws a function ¢ from the = urn, an act q;
from the m; urn and performs g(a;). Constraint (2.4) exactly captures that behavior.
Note that when F is a singleton containing a lone derangement f, Constraint (2.4)
reduces to Constraint (2.3) because p (H) (f) = 1 and there will be only one k such
that f(k) = j since f is a bijection.

To look at the emergence of minimal negation, we want to capture a natural idea

about how agents would learn to use a function word: they are already capable of
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communicating with atomic signals and then try to introduce the functional element.
To model this kind of situation, we need a few more definitions. As before, let S be a
set and f a derangement on S. Call a set X < S complement-free ifft X n f [X] = &.
If X is a maximal complement-free subset (in the sense of not being contained in
another complement-free set), we will call it a complementizer of S. As an example of
a complementizer, note that both the sets {leopard, eagle, snake} and its complement
are complementizers with respect to the derangment mentioned in Example 2.1 above.
Note that if |S| = 2n, then all complementizers of S have cardinality n. For a set S
of size n and a subset I < [n], write S | [ = {s; : i € [}.

The situation we are interested in is the following: the agents are playing a Func-
tional n-game. For some complementizer X of [2n] with respect to the derangement
f e F, o and p in addition constitute a signaling system on the subgame generated
by S I X and A | X in which o only sends basic signals from {my,...,m,}. In
this setting, the Sender needs to choose when to send complex signals =m; and the
Receiver needs to choose how to interpret . We will suppose that the Receiver
chooses between a few natural responses to hearing new signals with =. The Receiver
might (a) ignore H, (b) treat = as a new atomic word, or (c) treat  as minimal
negation. These options can be modeled by different functions: (a) corresponds to
the identity function id(j) = j, (b) to a constant function ¢;(j) = 7 and (c) to a de-
rangement f. Therefore, to model the Receiver choosing among these natural options
for interpreting H, we assume that F contains exactly those three functions.

Call a Functional n-game with the above restrictions a basic negation learning
setup of size n. Our question now is: does simple Roth-Erev reinforcement learning
allow the Sender to start using = like minimal negation and the Receiver to learn to
interpret = as minimal negation? We answer this question using both analytic and

simulation results.

2.5.1 Analytic Result

It turns out that in this setup, we can actually prove that Roth-Erev learning works.

Theorem 2.2. In a basic negation learning setup of size n, if i € X for the ¢; € F,
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then:

e With probability 1, for the derangement f, limy_ p, (B) (f) = 1. In other
words, the probability that 5 is interpreted as minimal negation by the Receiver

converges to 1.

e With probability 1, o converges to a strategy where constraint (2.2) holds. In

other words, with probability 1, the Sender learns to use H as minimal negation.

Proof. Theorem 4 of Beggs [2005] states that probabilities and empirical frequencies
converge to 0 for strategies which do not survive iterated removal of strictly dominant
strategies (when there are a finite number of players and actions) under Roth-Erev
learning.

For the first part, this means that it suffices to show that choosing the derangement
f is strictly dominant for the Receiver. To see this, note that o only sends signals of
the form Em; for states in f [X]. If the Receiver chooses ¢;, then, the payoff will be
0 since 7 € X. Similarly, since m; is only sent in s; € X, if the Receiver chooses d, it
will perform an act in A [ X and so receive a payoff of 0. Choosing the derangement
is thus strictly dominant.

For the second part, recall that in a basic negation learning setup, o and p are
a signaling system on the subgame restricted to the complementizer X. This means
that for s; € X, w.lo.g., o(s;)(m;) = 1. Now, consider f(s;). We must show
that 5m; is the only signal that survives iterated removal of dominant strategies.
Suppose that ¢ sends a basic signal m; in f (s;). By assumption, for some k € X,
p(m;) = ap # f(a;) since i € X and X n f[X] = &, so the payoff is 0. So no basic
signal survives. Now, since we know that the Receiver will interpret H as f, only
Hm; will lead to the Receiver performing f (a;) and to the Sender receiving a positive
payoff. We thus have that o (f (s;)) (5m;) converges to 1, which yields (2.2) above

because o (s;) (m;) = 1. O

This proof depends on the assumption that ¢ € X. If i € f[X], then choosing f

is only weakly dominant over choosing ¢; and so the result of Beggs [2005] no longer
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applies. For this reason, and because the above convergence result does not tell us

about rate of convergence, I also ran simulations of the basic negation learning setup.

2.5.2 Simulation Results

I ran 100 trials of only 1000 iterations of the basic negation learning setup for each
n € {2,3,4,5,6,7,8} both with i € X and i € f[X]. Table 2.2 shows the average
payoffs and probability of interpreting (= as negation after the 100 trials.

n 2 3 4 5 6 7 8

ie X m(o,p) 0.995 0.989 0.978 0.962 0.937 0.899 0.855

p(@)(f) 0.995 0995 0995 0.994 0.993 0.993 0.991

) (0o, 0.904 0.875 0.870 0.818 0.821 0.756 0.701
iesx) Tl

p(E)(f) 0.816 0.844 0.807 0.666 0.922 0.760 0.830

Table 2.2: Statistics for Roth-Erev reinforcement in the basic negation learning setup.

These results show two things. First, learning happens very fast in this setup. This
holds especially true for the Receiver, who has uniformly high values for p (&) (f) in
the i € X case. The Sender appears to need more time to fully learn its strategy
in the large state spaces. Second, having ¢ € f[X] does result in lower values for
both the payoff and for p () (f). Moreover, t-tests show that all of these differences
are in fact statistically significant. This provides some initial reason to doubt that
Theorem 2.2 generalizes to the case when i € f[X]. Nevertheless, the Theorem and
these simulations show that the task of learning the meaning of a function word when

the meanings of atoms are known is rather easy even for very simple learners.

2.6 Comparison to Other Work

While the present paper does present a precise answer to the question of why natural
languages are compositional, it is not the first to attempt to do so. Therefore, I
will now discuss a few earlier proposals from the literature. In each case, I find that

something distinctive about the nature of function words has been left out.
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Nowak and Krakauer [1999] study the emergence of compositionality via a kind
of natural selection of signal-object pairings. For our purposes, the most interesting
case is their last, where they consider a state space consisting of pairs of two objects
and two properties, for four total combinations. These combinations can be specified
by four atomic words wy, ws, w3, ws or with pairs p;0;. Nowak and Krakauer consider
a strategy space where players use the atomic words with probability p and the
‘erammatical’ constructs with probability 1 — p. They are able to show that the
only two evolutionary stable strategies are when p = 0 and p = 1 and that their
evolutionary dynamics evolves to use the grammatical rule with probability 1. In
trying to use syntactic structure to mirror structure in the state space, the present
approach does have something in common with Nowak and Krakauer’s. There are,
however, two reasons that their proposal does not go far enough. First, they only
compare atomic and compositional signaling systems but do not analyze whether one
or the other form of signaling makes it easier to arrive at a signaling system. One
would like a dynamic that considers more than two possible signal-state mappings.
Secondly, they are not explicitly interested in function words but only in subject-
predicate structure. Both models are needed for a full story of the evolution of
complex signaling: their emphasis is on the structure of minimally meaningful signals,
while mine is on how function words can be used to modify the meanings of already
meaningful signals.

In a series of papers, Barrett [2006, 2007, 2009| considers ‘syntactic’ signaling
games with reinforcement learning where the number of states and acts exceeds the
number of signals but where there is more than one sender. These are equivalent to
games in which there is one sender who sends a sequence of signals for each state (the
length of the sequence is fixed and the strategies are independent for each position
in the sequence). Perfect signaling is achieved when sender-receiver strategies settle
on a coding system with a sequence that elicits the ideal act in each state. For
example, consider the 4-state case with 2 senders, each of which has 2 signals. An
example of optimal signaling behavior has Sender 1 use my in {s1, sy} and my in
the other two states, while Sender 2 uses m; in {si,s3} and my in the other two

states. If the Receiver can take the intersection of the sets of states indicated by the



CHAPTER 2. COMPOSITIONAL SIGNALING IN A COMPLEX WORLD 38

two messages received, it can learn the exact state and so perform the correct act.
Barrett found that in simulations involving 4-state, 4-act, 2-signal, 2-sender signaling
games, successful signaling!? is achieved by reinforcement learning approximately 3/4
of the time and that in 8-state, 8-act, 2-signal, 3-sender games, successful signaling
is achieved 1/3 of the time.

The difference, then, between this approach and our own is that there is no explicit
signal that serves as a function word in Barrett’s set-up; rather, signal concatenation
is implicitly treated like conjunction. Of course, natural language contains many
such function words, meaning that his model cannot provide a full account of the
emergence of natural language compositionality. Moreover, as Franke [2014] observes,
the Receiver in syntactic game appears to not actually interpret length-2 signals
compositionally: “Although we can describe the situation as one where the meaning
of a complex signal is a function of its parts, there is no justification for doing so. A
simpler description is that the receiver has simply learned to respond to four signals in
the right way” (p. 84). In other words, the Receiver’s dispositions treat the complex
signals as if they were atomic. Nevertheless, there is some similarity between the
present paper and Barrett’s work. The task in Experiment 1 can now be recast as the
Sender having to learn a complementizer X on the state space. The simulation results
show that this is actually a somewhat harder task than learning two complementary
partitions.

A final proposal comes from Franke [2014] where the explicit concern is with using
reinforcement learning in signaling games to explain compositional meanings. Franke
adds ‘complex’ signals of the form m4p (as well as ‘complex’ states of the form s4p).
Formally, these are just new atomic signals. The sense in which they bear a relation
to the basic signals is captured in a distance s = d(map, ma) = d(map, mp) which
intuitively represents a kind of similarity (and similarly for the set of complex states of
the form s4p). Franke modifies Roth-Erev learning by incorporating (i) spill-over and
(ii) lateral inhibition. Spill-over refers to the fact that non-actualized message/state
pairs (for the sender) are reinforced in proportion to their similarity to the played one

(and similarly for the receiver). Lateral inhibition involves lowering the accumulated

YFor Barrett, this means (o, p) > 0.8.
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rewards for non-actualized pairs when the actualized pair was successful. Franke
shows that with these two modifications, creative compositionality can arise in the
following sense: if Sender/Receiver play only using ‘basic signals’, they can still learn
to have o (mag) (sap) > o (m;) (sap) for all m; # map and so on for the other
complex states and signals. Since the ‘complex’ signal is the one most likely to be
sent when the ‘complex’ state is seen for the first time, this purportedly captures
creativity: using a new signal for a new state.?’

There are two main differences between Franke’s work and the present approach.
First, in his model, signals do not have genuine syntactic structure which then gets
compositionally interpreted. One does not find compelx signals with words treated
like function words as one does in the Negation n-game. Secondly, his model claims
to provide an explanation for the emergence of compositional signaling, whereas the
present paper has simply identified an evolutionary advantage that compositional
signaling would confer. One would like a model that incorporates both of these
aspects: a story about the emergence of genuinely syntactically structured signals

with compositional interpretation.

2.7 Conclusion and Future Directions

In this chapter, I have offered a potential story that answers the new question of
why natural languages are compositional by enriching signaling games with the most
rudimentary form of compositionality and exploring basic learning of such languages.
The current answer is that compositional languages help simple agents learn to com-
municate more effectively in a complex world. This shows us, in a concrete and
evolutionarily plausible scenario, one reason for which compositionality might have
been selected. T also demonstrated that learning the meaning of a function word after
knowing the meanings of atomic words is not difficult.

While these two strands present a promising start to answering the why-question,

much more work remains to be done in the future. Firstly, there are areas of the

20Though it’s worth noting that o (mapg) (sap) < 1/2 so that m 4 never becomes strongly asso-
ciated with sp3.
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parameter space of the current games that remain to be explored. For instance, in
what ways are the simulation results robust against the form of the utility function?
Is there an independently-motivated but wide class of such functions for which the
results still hold? Secondly, one might wonder about other and more complex forms
of compositionality. Can different languages be compared in order to find out whether
different kinds of compositional language are better in different circumstances? Simi-
larly, it is natural to continue extending the approach here to languages with multiple
logical operators of varying arities (conjunction, for instance) and to start adding a
more recursive syntax. Finally, considering such richer forms of compositional signal-
ing might also require exploring more sophisticated learning algorithms than the very
simple reinforcement learning considered here.

A particular approach that promises to yield insights consists in applying tools
from machine learning to the problem, viewed from the following abstract perspec-
tive: the Sender has a piece of private information which — for whatever reason — it
wants to transmit to the Receiver via communication. Allowing arbitrary sequences
of basic signals to be sent and varying the kind of information — a possible worlds
proposition, a credence function, e.g. — being transmitted will allow for a systematic
survey of the emergence of different forms of structured language. A natural way
to allow the Sender and Receiver to send arbitrary sequences of basic signals is to
model them as simple kinds of recurrent neural networks (Hochreiter and Schmidhu-
ber [1997]). Promising work applying these tools to the learning of communication
protocols has started to appear (Foerster et al. [2016]). But the tools remain to be
applied to the task of reconstructing a piece of information that the Sender wants to
transmit. Even more generally, the framework could be applied to cases where what
the Receiver needs to reconstruct from the Sender is not a piece of information, but
some other object, say an image. In such a context, the question becomes: what kind
of captions of an image best allow that image to be reconstructed? Because special
problems arise in complex scenarios like this (what is a good similarity metric for
images that extracts their high-level features?), this application will have to remain

a promisory note. Such a scenario would take a fixed-dimensional representation,
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produce a sequential representation, and try to reconstruct the original representa-
tion. As such, it represents a kind of ‘inverse’ of the famous sequence-to-sequence
models (Sutskever et al. [2014]) that have gained widespread application in areas like
machine translation. A thorough study of such ‘fixed-to-fixed’ models promises to be

worthwhile.



Chapter 3

Pragmatic Expressivism and

Non-Disjunctive Properties

This chapter asks the question of what role compositionality plays in the theory of
communication and, in particular, the theory of assertion. Traditionally, it played a
very direct role. According to the standard story,! the point of assertion is to transmit
information. Similarly, the compositional semantic values of sentences have taken to
be pieces of information. So to assert that p, one can utter in the appropriate way a
sentence that means that p. However, observations that assertoric content does not
compose in the same way that semantic values must has cast doubt on the direct role
played by compositional semantics.

A second challenge to the standard story arises from domains of discourse that
appear not to transmit information. Thus, expressivists have long been motivated
by the idea that certain sentences do not state facts but serve some other function,
such as expressing emotions or attitudes. Views of this type have been especially
influential in metaethics because anti-realists about ethical properties must tell a
non-standard story about how moral discourse works. But these views have very
hard compositionality problems of their own: how do expressive sentences compose

with each other, with factual sentences, and with logical operators? This question is

1See, among others, Stalnaker [1978].
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a general form of the Frege-Geach Problem.?

The two challenges to the standard story, however, allow us to develop the re-
lationship between compositionality and the theory of assertion in new and fruitful
ways. In particular, the distinction between assertoric content and compositional se-
mantic value opens the route to a new form of expressivism: pragmatic expressivism.
On this family of views, expressivism is primarily a view not about the semantics of
the sentences of the relevant domain of discourse but rather a pragmatic thesis about
what we do with such sentences.

In this chapter, I contend that the pragmatic expressivist ought to be seen as
replacing the notion of assertoric content in their theory of communication. Carefully
identifying the concept that replaces assertoric content — a property of attitudes —
and analyzing the similar role that it plays in communication allows us to formulate
a principle, called the Non-Disjunctive Expressive Principle, that all pragmatic ex-
pressivists should adopt. This Principle states that semantic values of sentences in
context should determine a non-disjunctive — in a sense to be made precise — property
of attitudes. Against this backdrop, I will then argue that the most well-developed
pragmatic expressivism — Seth Yalcin’s expressivism about epistemic modals — vio-
lates this Principle in that it allows disjunctive properties of doxastic attitudes to be
expressed. Such disjunctive properties prevent assertions from fulfilling the function
that the expressivist claims they serve. Finally, I will present a new pragmatic expres-
sivist theory which overcomes this difficulty, while simultaneously solving some other
related linguistic problems. In this way, theorizing about the role that composition-
ality plays in communication leads to new constraints on the shape of compositional
semantic theories in expressive domains.

This chapter is structured as follows. Section 3.1 presents and motivates the dis-
tinction between semantic value and assertoric content. Section 3.2 uses this distinc-
tion to develop pragmatic expressivism. Section 3.3 introduces the Non-Disjunctive
Expressive Principle and argues that the pragmatic expressivist ought to accept it
given what they identify as the function of assertion. Section 3.4 presents Yalcin’s

pragmatic expressivism about epistemic modals and shows how it runs afoul of the

2See Schroeder [2008].
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Principle. Section 3.5 develops a new pragmatic expressivist theory based on as-
sertability semantics and proves that this theory satisfies the Principle in that every
sentence expresses a non-disjunctive — in a sense made precise in Section 3.3 — prop-

erty of attitudes.

3.1 Semantic Value versus Content

To understand the distinction between semantic value and content, it will be helpful to
recall a standard story about how communication works. Suppose Carlos and Meica
are figuring out where to go to dinner and Meica says, “Mark’s Deli is still open.”
On the standard story, Meica has a belief with a certain content and she wishes for
Carlos to come to have the same belief (for the purposes of settling a currently live
question, though that dimension will not presently concern us). To do so, she asserts
a sentence that ‘means’, or ‘expresses’, that piece of content. Carlos, as a matter of
his semantic competence, recognizes this fact and, if he accepts the assertion, comes
to have a belief with that content. On the standard story, the sentence that Meica
asserted means, or expresses, the content that it does as a matter of semantics. That
is to say: the semantic value of a sentence (in context) is a content.

Recently, however, this last feature of the standard story about communication has
come under fire.> The primary reason for drawing the distinction between semantic
value and content is that doing so allows certain arguments against contextualism —
understood as the thesis that a certain expression is context-sensitive — to be defused.*
In particular, context-sensitivity has been thought to be hard to reconcile with the
compositionality of linguistic meaning. The problems for contextualism arise when
two sentences-in-context have the same content but embed differently. For a sim-
ple example, consider the pronoun ‘she’, which depends on context to determine its
referent. In a context where the most salient woman is Susanne, assertions of the

following sentences have the same content.

3See, for example, Ninan [2010], Rabern [2012], Yalcin [2014]. The line of reasoning goes back
at least to Lewis [1980] and has a precursor in the distinction that Dummett [1973] makes between
assertoric content and ingredient sense. See also Stanley [1997].

4See Rabern [2012] for some examples of this in action.
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(10) Susanne is the strongest participant.
(11) She is the strongest participant.

But embedding (10) and (11) in the same linguistic environment can result in sen-

tences with vastly different contents.
(12) Every participant thinks that Susanne is the strongest participant.
(13) Every participant thinks that she is the strongest participant.

In particular, the pronoun in (13) can be bound by ‘Every participant’, so that each
participant thinks a different person — namely, herself — is the strongest. This differ-
ence in embedding behavior raises a problem because all parties agree that semantic
values must be compositional: the semantic value of a complex expression is a func-
tion of the semantic values of its parts and its syntactic structure. The problem can

be codified in the following argument.

(14) a) Semantic values are compositional: the semantic value of a complex ex-
pression (in context) is a function of the semantic values of its parts and

its syntactic structure.

The semantic value of an expression in context is its assertoric content.
(10) and (11) have the same assertoric content.

So, (10) and (11) have the same semantic value.

(12) and (13) have the same syntactic structure, with parts that have the

same semantic value.

f) By the compositionality principle (14a), (12) and (13) have the same se-

mantic value.

g) But (12) and (13) do not have the same semantic value.

The argument results in a contradiction. The two critical assumptions are (14a)
and (14b), so one of them must go. Because the identification of semantic value with
assertoric content — premise (14b) —had often not been made explicit, such arguments

were taken to be counter-examples to compositionality. But they seem not to be.
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Instead, the proper reaction consists in rejecting (14b) and thus distinguishing
between semantic value and assertoric content. We can observe one other feature
of this argument to make a more general case for making this distinction. While
(14e) is not true once (14b) is rejected, the following still holds: (12) and (13) have
the same syntactic structure, with parts that have the same assertoric content. But
the two sentences have different assertoric contents. This shows that content does
not compose in the same way that semantic value does. This line of thought can be
codified in what might be called Lewis’ Master Argument against equating semantic

value with content:®
(15) Lewis’ Master Argument:

a) Semantic values are compositional.
b) Assertoric contents are not compositional.

c) So, semantic values are not assertoric contents.

Having distinguished the two notions, it does not follow that they are wholly
unrelated. In particular, one still expects semantic theory to play a critical role in
explaining linguistic communication, even if the standard story made that role too
direct. Assertions can still transmit contents even if the semantic value of a sentence
is not a content: it suffices that the semantic value of a sentence — whatever it may
be — determines a content in context. Following Rabern [2012], it will be useful to

isolate the principle underlying this revised story:

Determination Principle: The semantic value of an expression, together with the

context, determine the assertoric content of that expression in context.

Following Kaplan [1989] and Lewis [1980], the standard way of implementing this goes
as follows: semantic values are assigned relative to a context and an index, which
will be a sequence of parameters that can be shifted by operators of the language
in question. The content (in context) of an expression can be extracted from the

semantic value by setting the index to be the index of the context, i.e. by setting all

®See p. 95 of Lewis [1980].
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the parameters to the corresponding values of the context. For instance, to evaluate
(11), we can take the index to just be a variable assignment g. We will then have

that®
(16) [She; is the strongest participant.]“9 = 1 iff g(4) is the strongest participant.”

Now, it is assumed that context determines an assignment function g.; by the stipu-
lations on salience, we assume that g.(7) is Susanne. Then the content of (11) will be
that g.(7), aka Susanne, is the strongest participant. In this way, as long as seman-
tic values (plus context) determine contents, the standard story need only be lightly

revised.

3.2 Pragmatic Expressivism

Distinguishing between semantic value and assertoric content also opens the door
to a new form of expressivism. To see how, consider a traditional statement of
expressivism about a domain of discourse such as moral language: sentences in this
domain do not state facts but rather express some kind of (non-doxastic) attitude.
An early implementation would be the emotivism of Ayer [1936]. On this view, a

typical utterance of
(17) Cheating is wrong.

does not state a fact (e.g. that the act-type of cheating has a certain property, namely
being wrong) but rather expresses a negative emotional attitude towards cheating (e.g.
“Boo, cheating!”).

While the details of this view need not concern us presently, note that Ayer’s
emotivism and many subsequent brands of expressivism are semantic theses. On

these views, the meaning of moral language (or whichever domain of discourse is

5Pronouns are assumed to be indexed in order to track co-reference relations.

"In a fully specified compositional semantics, the right-hand side would more precisely be gen-
erated as something like: strength (¢g(7)) > max {strength(d) | d € [participant]©9}. But the present
discussion only needs to highlight the role of the variable assignment in the interpretation of the
pronoun, so I am neglecting compositional details.
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currently being discussed) is of a different kind than standard, descriptive language:
while sentences of the latter type express propositional contents and so state facts,
those of the former kind do not. A common view has it that an expressivist must
deliver a semantic theory which assigns attitudes, instead of contents or propositions,
to sentences.® On such a view, sentences do not have a uniform type of meaning: the
semantic values of sentences from the domain of discourse being discussed are of a
different kind than those from the fact-stating domain.

The standard problem for semantic expressivism is the Frege-Geach problem.
While the view as just sketched provides an account of basic moral statements, it

does not yet explain the meanings of complex sentences like:

(18) If cheating is wrong, then hiring someone to cheat is wrong.
(19) Cheating is not wrong.

(20) Sam believes that cheating is wrong.

(21) If the system is corrupt, then cheating is not wrong.

In these sentences, (17) is embedded in a conditional, under negation, under an atti-
tude verb, and in a conditional with a descriptive antecedent. All of these sentences
are meaningful and, as importantly, they stand in logical relations to each other.
While explaining the meanings of such complex sentences and their logical relations
in the case of descriptive discourse is thought to be mostly unproblematic, the seman-
tic expressivist incurs a special burden to offer new explanations since she takes moral
language to have a different kind of meaning than descriptive language. At the most
general level, then, the Frege-Geach problem can be stated: the expressivist needs to
provide a compositional semantics for a language including the domain of discourse of
interest. So doing will usually involve having to explain how terms from the domain of

interest interact with those from the descriptive domain and with logical operators.’

8For example, Rosen [1998] writes that “The centerpiece of any quasi-realist ‘account’ is what I
shall call a psychologistic semantics for the region: a mapping from statements in the area to the
mental states they ‘express’ when uttered sincerely” (p. 387).

9See Schroeder [2008] for a useful summary of the problem and its history.



CHAPTER 3. PRAGMATIC EXPRESSIVISM 49

The distinction between semantic value and assertoric content opens the door to
a new form of expressivism that I will call pragmatic expressivism, which has better
hopes of solving the Frege-Geach problem. According to a pragmatic expressivist,
the critical claim of expressivism is one about what we do when uttering moral sen-
tences and not first and foremost about what such sentences mean. Understanding
expressivism as a pragmatic thesis allows this new form of expressivist to assign the
same type of semantic values to descriptive and moral sentences.! That is to say:
the pragmatic expressivist can use tools from standard truth-conditional semantics
to provide a compositional semantics for moral language and then appeal to these
semantic values to explain inconsistencies, consequence relations, and other logical
notions. Having a uniform type of semantic value for all sentences promises to dull
the threat of the Frege-Geach problem. Once the move to a uniform type of seman-
tic value has been made, the distinctions that semantic expressivists built into the
semantic values of sentences will instead arise at the level of pragmatics, in how the
semantic values that the pragmatic expressivist posits get used in communication.

As an example of a theory with this structure, consider the expressivism of Gib-
bard [1990]. Gibbard identifies a notion of complete system of norms that plays the
same role for normative judgments that the notion of a possible world plays for fac-
tual judgments. Such a complete norm n makes a verdict for every course of action:
forbids, requires, or permits but does not require it. So, the judgment that murder
is wrong can be represented by a set of complete systems of norms that all forbid
murdering. Using this notion, Gibbard can define semantic values as sets of pairs
{(w,n) consisting of a world w and a norm n and can treat negation as complement,
conjunction as intersection, and so forth. He can then appeal to these semantic val-
ues to explain the logical relations among sentences, including those with normative
terms. For instance, Gibbard can claim that “Murder is wrong” and “Murder is not
wrong’ are inconsistent because the semantic values of those two sentences have an
empty intersection. Whether or not his theory proves ultimately satisfying does not

presently concern us. Rather, the point to emphasize is that Gibbard provides a

0As Yalcin [2012] puts it (p. 140): “In particular, [pragmatic expressivism| is not a special kind
of semantic theory.”
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uniform type of semantic value for factual, normative, and mixed sentences and uses
these semantic values to explain the logical properties of sentences, thereby solving
the Frege-Geach problem. A separate story about how these values are related to the
attitudes expressed then needs to be told. Such a story will be pragmatic in nature.

While the pragmatic expressivist can make use of the distinction between seman-
tic value and content in order to employ relatively standard methods from semantics,
such an expressivist must tell a new story about the nature of communication. Such
a story will not prominently feature content in the way that the standard story did.
If not transmitting information by expressing propositional contents, then what is the
purpose of communication? Here the pragmatic expressivist provides the paradigmat-
ically expressivist line: an utterance in context expresses a property of one’s attitudes,
with the goal of engendering coordination on that property of attitudes amongst one’s
interlocutors. A selection of quotations from the literature shows that this conception

is becoming standard:!!

“...in modeling the communicative impact of an epistemic possibility
claim, we construe the objective as one of coordination on a certain global

property of one’s state of mind” [Yalcin, 2011, p. 310]

“...an assertion of s is a suggestion that the conversational participants
adopt some credal state in [the property expressed by s|” [Rothschild,
2012, p. 103|

“Coordination Pragmatics: An utterance of ¢ by S to A is normally
interpreted as a proposal by S that A psychologically approximate [the
property of attitudes expressed by ¢|” [Charlow, 2015, p. 34|

“In asserting that ¢, a speaker advises her addressees to conform their

credences to the semantic value of ‘¢’.” [Swanson, 2016, p. 139]

"UMany of these quotations come from papers exclusively about epistemic modals, which is the
domain where pragmatic expressivism has taken the strongest hold. The view, however, can hold
for any fragment of language. Yalcin [2012] and Charlow [2015] explore pragmatic expressivism for
deontic language in particular.

12For reasons that need not concern us here — e.g. distinguishing assertions of deontic necessity
modals from imperatives — Charlow enriches this conception of coordination.
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“The updated account: an assertion is like a proposal, not about a propo-
sition that you should believe, but rather about a property that your
credences should have.” [Moss, 2015, p. 23]

3.3 The Non-Disjunctive Expressive Principle

The resulting picture of communication for the pragmatic expressivist replaces the
notion of content with that of a property of attitudes and tells a new story about
the role that this notion plays (e.g. that the goal is to engender coordination among
the interlocutors on the possession of that property). Following the lead of those
who distinguish between semantic value and content, the pragmatic expressivist need
not and typically does not take semantic values to be such properties of attitudes.
Nevertheless, such an expressivist must maintain a tight link between the two notions,
along the lines of the Determination Principle discussed above. We can formulate such

a link along expressivist lines as follows:!*

Expressive Principle: The semantic value of a sentence, together with context,

determines the property of attitudes expressed by that sentence in context.

In this section, I will argue that the pragmatic expressivist ought to adopt a more
constrained form of the Expressive Principle. In particular, given the role that the
property of attitudes expressed by a sentence plays in their theory of communication,
they should require that the property of attitudes expressed be a non-disjunctive
property. That is to say, they should embrace the following principle:

Non-Disjunctive Expressive Principle: The semantic value of a sentence, to-
gether with context, determines which non-disjunctive property of attitudes

is expressed by that sentence in context.

13See also p. 5 of Moss [2013].

14The most explicit formulation of something like this principle comes from [Yalcin, 2012, p. 142]:
“knowledge of the compositional semantic value of the sentence, together with any standing mutually
known pragmatic norms and relevant facts of context, must be sufficient to determine this property”.
See also §5.3 of Charlow [2015] and the discussion of “bridging principles” in §IV of Rothschild [2012].
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To argue for this stronger determination principle, I must first explain what it means
for a property of attitudes to be non-disjunctive. After so doing, I will argue that
disjunctive properties of attitudes are ill-suited to play the role in communication
that pragmatic expressivists assign to them.

To get a handle on the notion of a non-disjunctive property of attitudes, it will
help to introduce the notion of an attitudinal metalanguage. Such a language is
motivated by the expressivist distinction between linguistic expressions that express
propositional contents and those whose function is to express attitudes. In particular,
an attitudinal metalanguage has expressions that denote contents and operators for
the class of attitudes of interest. An example of such a metalanguage would be the
language of propositional logic together with operators for belief and intention. In
such a language, one can denote both contents and attitudes towards those contents.'?
It is in such a language that a pragmatic expressivist will want to identify the property
of attitudes expressed by a sentence in their target object language. Crucially, an
expressivist about an expression F will use an attitudinal metalanguage that does not
contain £. We will call an expression in an attitudinal metalangauge an attitudinal
state description since it describes a property of attitudinal states. But a more refined
notion is needed. In an attitudinal metalanguage with attitudes A;,..., A,, let an

attitudinal state type description be a conjunction A,_; A;p; where each p; is a content-

iel
denoting term of the metalanguage.'® Such a description corresponds to a property
of attitudinal states: the property of having all of the attitudes in the description.
One can think of this property as the set of attitudinal states which are accurately
described by the description. So, for example, Bp A Iq will be an attitudinal state type
description that corresponds to the property of both believing that p and intending

that ¢. A conjunction of attitudes like this is the notion that I will argue the pragmatic

150n the now-common Hintikkan [1962] conception of attitudes like belief, By will also express
a propositional content: the set of worlds w at which the agent’s belief-worlds at w are all ¢
worlds. This will be useful in what follows, though the present discussion takes place at a level
of abstraction where one need not commit to a particular conception of content or the Hintikkan
analysis of attitudes.

6Here, I is some index set. I generally intend it to be finite, but certain cases involving quantifi-
cation may warrant allowing infinite sets.
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expressivist should use.!”

Non-Disjunctive Property of Attitudes: A non-disjunctive property of attitudes

is one which has an attitudinal state type description that corresponds to it.

To get a handle on the kinds of properties that are ruled out on this conception,
consider the example attitudinal metalanguage from above. In that language, the
expression Bp v Bq would correspond to a disjunctive property of attitudes. There
is no attitudinal state type that corresponds to the property of either believing p or
believing ¢.'8

A brief note before moving on is in order. Some expressivists — for example, those

9 —may object that the properties of

who take deontic language to express preferences!
attitudes that they are interested in do not correspond to bearing attitudes towards
contents. In response, one must note that the above story can be generalized by
replacing ‘contents’ with ‘objects of the relevant attitudes’ throughout. In the case
of preferences, for example, the object could be a pair of outcomes with the attitude
then being strict preference for the first over the second outcome. In any event, non-
disjunctive properties of attitudes — whatever you take the objects of attitudes to be
— are those that can be expressed as conjunctions of attitudes.

My argument that pragmatic expressivists should endorse the Non-Disjunctive
Expressive Principle will proceed in two steps. First, I will present an argument to the
effect that endorsers of the standard story of assertion should maintain that assertions
express a determinate content. Second, I will generalize this argument from the
standard story to the pragmatic expressivist’s story of assertion. This generalization
will work because the argument fundamentally hinges on what type of thing is suited
to carry out the characteristic function of assertion. Though expressivists disagree
with the standard story on what this function is, the structure of the overall argument

will still be analogous.

17T omit negations of attitudes from the conjunctions for the following reason: lacking an attitude
toward a content can be re-conceived as its own attitude. So, for instance, an expressivist who wants
to talk about intending and not intending can treat I and —I as two attitudes in their metalanguage.
I will do something similar in the epistemic case later.

8Note that, on this conception, the property of believing p-or-¢ will be determinate, described by
the attitudinal state type description B(p v q).

19Gee Silk [2015], Starr [2016a].
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To deliver the first argument, I should first elaborate what I've been calling the
standard story of assertion, largely due to Stalnaker [1978]. The standard story makes
precise the intuitive idea that the point of assertions is to convey information. On
this picture, conversation takes place against a common ground: a set of propositions
that all discourse participants take for granted for the purposes of the conversation.?
Taking propositions to be sets of possible worlds, the common ground determines a
set of worlds: those worlds compatible with all of the propositions in the common
ground. Call this set of worlds the context set. Against this backdrop, an assertion
that p is taken to be a proposal to add p to the common ground and thereby shrink
the context set. If all of the interlocutors accept the assertion so that p does get
added, then the context set will be shrunk so that it only contains p worlds. In this
sense, the assertion has conveyed the information that p.

With the standard story fleshed out in this way, we can look at an argument that
to be an assertion, an utterance must express a determinate propositional content.
Precursors of this argument can be found in Stalnaker [1978] when he defends his
second principle governing assertions*' and in §II of Glanzberg [2004].?* Here is the

argument.
(22) The Argument that Standard Assertions Require a Determinate Content:

a) The function of an assertion is to convey information.

i. Via an utterance expressing a proposition.
ii. And updating the context set by adding that proposition to the com-

mon ground.

b) If an assertion did not have a determinate content, it would be undeter-

mined how to update the context set.

20Tn a more recent and refined version, a proposition is common ground if it is commonly believed
to be accepted. See Stalnaker [2002] for motivations and details. This refinement does not concern
the structure of the present argument.

210n page 325: “Any assertive utterance should express a proposition, relative to each possible
world in the context set, and that proposition should have a truth value in each possible world in
the context set.”

22Note also that Stanley [2000] defends the more general claim that “...when a communicative
act lacks a determinate content, it is not a linguistic speech act” (p. 408).
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c¢) So, an assertion requires a determinate content to fulfill its function.

Some words of clarification are in order. First, consider the notion of a determinate
content and its role in the premise (22b). While a determinate content generally
means a complete possible worlds proposition,?® the premise requires that the content
determine, for every world in the context set, whether or not to include that world
in the updated set. The thought is that an assertion makes a proposal to update the
context set in a certain way. For that way to be recoverable by the audience, the
content of the assertion must issue a verdict on every world in the context set. If it
did not, the proposal would not be able to fulfill its function. Second, I intend the
sense of requirement in the conclusion of the argument to be constitutive. That is:
utterances which fail to express a determinate proposition are not faulty or defective
assertions but rather fail to be assertions at all. Whether or not one endorses a
stronger constitutive norm — knowledge?* or reasonable belief,?® for instance — of
assertion, there are good reasons to accept this weak one.?® The thought is that
assertions are actions designed to carry out a certain function and so to be an assertion
is to be capable of carrying out that function.

The argument for the Non-Disjunctive Expressive Principle will parallel the argu-
ment in (22). The general structure of that argument consists in identifying a function
or purpose of assertion and then identifying what assertions must be like in order to
carry out that function. While the pragmatic expressivist identifies a different func-
tion for assertion, that general structure can still be leveraged to make an analogous
argument for the Non-Disjunctive Expressive Principle. The new argument runs as

follows.

(23) The Argument that Expressive Assertions Require a Non-Disjunctive Property
of Attitudes

a) The function of an assertion is to coordinate attitudes.

23Here, a complete possible worlds proposition is one that assigns a truth value to every possible
world, leaving no ‘gaps’.

248ee Williamson [1996].

25See Lackey [2007).

26See Maitra [2011], which argues that stronger norms may capture what an asserter ought to be
aiming at, but not what it is to make an assertion.
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i. Via an utterance expressing a property of attitudes.

ii. And the interlocutors updating their attitudes to acquire that prop-
erty.

b) If an assertion does not have a non-disjunctive property of attitudes, it

would be undetermined how to update one’s attitudes.

c) So, an assertion requires a non-disjunctive property of attitudes to fulfill

its function.

While the argument in (23) does not conclude in the Non-Disjunctive Expressive
Principle, we can get there quickly. All parties to this debate agree that semantic
value plus context must determine the objects that their theory of assertion requires.
So, if that object is a non-disjunctive property of attitudes — as I have just argued
it should be for a pragmatic expressivist — then semantic value plus context must
determine which such property a sentence expresses. But that just is the Principle.

The premise (23b) requires more justification than its counterpart (22b). In par-
ticular, its justification will not mirror that for (22b): it is not necessarily the case
that there is a space of points corresponding to which attitudes to adopt and that
a disjunctive property fails to tell the listener which points to rule out. To justify
(23b), consider a prototypical disjunctive property of attitudes: say the property of
either believing p or believing —p. If an utterer expresses that their attitudes have
this property, what exactly are they asking their interlocutors to do? Answering this
question proves difficult: perhaps the request is to flip a coin and choose on that
basis which of the beliefs to have or perhaps the request is itself indeterminate. On
either interpretation, however, such a request will fail to carry out the function of
coordinating attitudes. The utterer could believe p and express the disjunctive prop-
erty above,?” while the listener ‘coordinates’ on the disjunctive property by coming
to believe —p. Such an exchange appears to be a paradigm case of anti-coordination,

at least on the question of whether p.

2"There may be other reasons to criticize such a speaker, but I am supposing for the sake of
argument that such an expression would still be an assertion.
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It might help some readers to note a parallel between this argument and an argu-
ment against the existence of non-disjunctive properties in the metaphysics literature.
Consider the property of being-red-or-hexagonal. A red cube and a black hexagon
will both have this property, but appear to have nothing in common with respect to
that property. Armstrong [1978| objects to there being such a property at all on these
grounds: “disjunctive properties offend against the principle that a genuine property
is identical in its different particulars” (p. 20). Similarly, Audi [2013] argues that
genuine properties must guarantee ‘similarity-in-a-respect’ among their instances and
that disjunctive properties fail to do so. While these authors take the possible lack
of similarity among instances of a disjunctive property to tell against the existence of
such properties, my argument takes the possible lack of similarity among agents’ dox-
astic states sharing a disjunctive property of attitudes to tell against such properties
playing a role in the theory of communication.

The general point can be put like this: a satisfying theory of assertion should pro-
vide a story about the dynamics of conversation that issues in deterministic updates.
On the standard story, this requires determinate contents to be expressed, so that
the assertion issues a deterministic update to the context set when accepted. On the
pragmatic expressivist story, this requires non-disjunctive properties to be expressed,
so that the assertion issues a deterministic update to the interlocutors’ attitudes when
accepted. In the terminology of Charlow [2015], assertions issue cognitive directives
about how to update one’s attitudes. But a disjunctive property of attitudes cannot

constitute a genuine directive.?®

3.4 Disjunctive Expression for Epistemic Modals

In this section, I want to look at the most well-developed version of pragmatic expres-
sivism: the expressivism about epistemic modals due to Yalcin [2007, 2011, 2012|. In

particular, while he does endorse the Expressive Principle, it will be shown that his

28Stalnaker [1978] makes a similar point in the case of the standard story when saying that
an utterance that expresses different propositions in different worlds in the context set does not
issue a determinate update to the context set because it “expresses an intention that is essentially
ambiguous” (p. 327).
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theory systematically violates the Non-Disjunctive Expressive Principle: disjunctions
with wide-scope epistemic modal disjuncts will express disjunctive properties of atti-
tudes. For present purposes, I will focus on a fragment containing logical connectives
for negation, conjunction, and disjunction as well as the epistemic modal auxiliary
‘might’, symbolized by (. The problem that arises for this fragment will also arise

for larger fragments containing probability operators such as ‘likely’ and ‘probably’.

3.4.1 Yalcin’s Pragmatic Expressivism

Yalcin’s expressivism stems mostly from linguistic problems arising from the standard
contextualist semantics due to Kratzer [1981, 1991].?° Consider an utterance by

Marco of:
(24) The keys might be on the table.

On the standard story of assertion, one must identify a content expressed. The typical
answer will be that what is expressed is the proposition that it is compatible with
some contextually-salient body of information — for instance, Marco’s knowledge —
that the keys are on the table. Numerous problems arise from an account like this.
At an intuitive level, it gets the dynamics of an assertion of (24) wrong: a listener does
not learn a fact about Marco’s state of knowledge, but rather receives a suggestion to
add the possibility that the keys are on the table to the range of possibilities that they
consider to be open. Second, as Yalcin [2007] first emphasized, contextualism has a
hard time accounting for the nearly uniform unacceptability of embedded epistemic

contradictions®?3! like

(25) # Marco believes the keys are not on the table and they might be.?

29Expressivism, of course, is not the only response to these kind of problems. They have also
been used to argue for relativism by MacFarlane [2011, 2014]. My purpose here, however, is not to
adjudicate the contextualism-expressivism-relativism debate but to raise a worry for the pragmatic
expressivist. Dowell [2011] and von Fintel and Gillies [2011] present defenses of contextualism from
the worries to be sketched below.

30Note that Yalcin’s solution, presented below, draws heavy inspiration from the dynamic seman-
tics tradition of Veltman [1996], Groenendijk et al. [1996]. See Muskens et al. [1997] for a survey.

31See Moss [2015] for some allegedly acceptable examples of embedded epistemic contradictions.

32 A reader might think this sentence sounds acceptable. But that’s likely only on a reading where



CHAPTER 3. PRAGMATIC EXPRESSIVISM 59

Third, the contextualist has a hard time explaining disagreement over claims like
(24). Suppose Marco’s interlocutor responds, “No, I already checked and they’re not
on the table.” The problem is that if Marco has simply asserted that it is compatible
with his knowledge that the keys are on the table, the interlocutor is not in a position
to disagree with that fact. But if Marco’s assertion did express a proposition with
which the interlocutor could disagree — for instance, that it is compatible with the
group’s knowledge that the keys are on the table — then he would not be warranted
in asserting it. In other words, it appears difficult to identify a single content that
can be plugged in to the standard story of assertion that can account for assertability
and disagreement facts.

To provide a more satisfying explanation of these features of the behavior of epis-
temic modals, Yalcin develops a pragmatic expressivism about this fragment of dis-
course. To develop this, he must assign compositional semantic values to the fragment
and then explain what property of attitudes is expressed by a sentence in context.
I will explain each of these dimensions of his theory in turn. For the compositional
semantics, Yalcin takes as indices pairs of a world w and an information state s,
which is a set of worlds. The information state provides the domain of quantification
for epistemic modals and, crucially, is not determined by the world parameter and
something like an accessibility relation. The semantics is then relatively straightfor-
ward. Atoms are assigned truth-values relative to worlds as usual. The compositional

clauses are:

(26) Yalcin’s compositional semantics:

2) [l = 1iff [¢]"* = 0

b) [ip A v]"® = 1 iff [ = 1 and [¢]"* = 1

[ v ]*s = 1iff [o]*® =1 or []*s =1
d) [Op]"s =1iff Iw' es: [o]"s =1

C

)
)
)
)

To explain how Yalcin determines a property of attitudes from these semantic

values, one needs to use his notion of acceptance: an information state s accepts ¢

the conjunction takes scope over the belief operator. The present focus is on the reading where the
belief operator scopes over the conjunction. Thanks to Kevin Dorst for discussion.
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if and only if [©]“* = 1 for every world w € s.3* Now, the property determined can
be extracted from his semantics for attitude reports. In particular, as is standard,
Yalcin assumes that an agent A in a world w has a set of ‘belief-worlds’ b4 ,,: these
are the set of worlds compatible with what the agent believes in w.?* The semantics

for belief reports then runs as follows:
(27) [Bap]™® = 1iff ba,, accepts ¢

Note that the use of acceptance has two effects: it shifts the information state param-
eter to by, and quantifies over the worlds therein. This semantics for attributions
also provides the template for identifying the property of attitudes expressed by an

assertion:

(28) Yalcin’s Expressive Principle:

When an agent A utters a sentence ¢, they express that b, ,, accepts ¢.

This determination principle works quite nicely for pure factual and pure epistemic
sentences. A sentence ¢ containing no epistemic vocabulary will not depend on s and
so can be associated with a standard possible-worlds proposition. Then (28) just says
that an assertion of ¢ expresses that all of the agent’s belief-worlds are ¢-worlds. A
sentence ¢, where ¢ has no epistemic vocabulary, will express that ¢ is compatible
with the agent’s beliefs, i.e. that there is a p-world among the agent’s belief-worlds.
Let us call this attitude abelief: an agent abelieves that p iff p is compatible with
their beliefs, i.e. if they do not believe not-p.*> In terms of the earlier discussion
of attitudinal metalanguages, I can say that Yalcin will use such a metalanguage
containing the language of propositional logic and two attitude operators: B for
belief and A for abelief. Then an assertion of a purely factual sentence ¢ expresses
the non-disjunctive property By and an assertion of a basic epistemic sentence

expresses the non-disjunctive property Aep.

33This becomes very close to the notion of ‘support’ in dynamic semantics a la Veltman [1996].
Yalcin’s logic — defined as preservation of acceptance — thus resembles the ‘test consequence’ studied
in van der Does et al. [1997]. See also van Benthem [1989a]. Schulz [2010] results the relating system
in a very natural way to S5.

34See van Benthem [2011] for exposition of this model and various elaborations thereof.

35Note that this attitude is not to be confused with the very important notion of alief introduced
by Gendler [2008].
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3.4.2 Disjunctive Expression in Yalcin

While this story works exactly as a pragmatic expressivist would want for these basic
cases, it violates the Non-Disjunctive Expressive Principle when more complicated
sentences are considered. As an example, consider the following sentence, asserted in
March 2016:

(29) Bernie Sanders might or might not win the Democratic nomination.

What property of their doxastic state did the asserter express? Intuitively, uncer-
tainty: the speaker neither believes that he will nor that he will not win. Note that
such a property is non-disjunctive: the speaker both abelieves that Bernie will win
the nomination and abelieves that he will not win the nomination. The case that both
attitudes are expressed can be bolstered by noting that an interlocutor can disagree

in at least two ways:

(30) a) No, he has no chance of getting enough votes.
b) No, he will definitely win.

While T will not give a full analysis of the pragmatics of disagreement here, the
rough idea would be: the assertion of (29) expressed both abeliefs and invited the
interlocutors to update their doxastic states to also acquire those abeliefs. Someone
who disagrees via (30a) firmly believes that Bernie has no chance and thus rejects the
invitation to abelieve that he will win, i.e. refuses to make it compatible with their
beliefs that Bernie will win. And mutatis mutandis for (30b). That a listener could
disagree in either way suggests that both abeliefs were expressed by (29).

Unfortunately, Yalcin’s Expressive Principle cannot deliver this result:

(31) According to Yalcin’s Expressive Principle (28), an assertion of a sentence of
the form Op v O—p expresses that the agent either abelieves that p or abelieves
that —p.?%37

36Proof: ba,, accepts Op v O—p iff for every w’ € ba [[(}p]]wl’bf"w =1 or [[Oﬁp]]w"bf‘vw = 1.
This occurs iff for every w’ € by, for some w” € by, [[pﬂwu’bA=1“ = 1 or for some w” € by,
[[pﬂw//’bA»w = 0. Now, there are two cases: if by ,, is empty, the outer quantification is vacuous. If
it is not empty, then a world will have to make either p or —p true, so the whole disjunction will be
true.

37In fact, the above proof shows that every information state accepts Op v O—p for Yalcin.
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In particular, the property expressed will be a disjunctive property of attitudes. In
addition to being at odds with the intuitive analysis of (29), this represents a violation
of the Non-Disjunctive Expressive Principle.

Moreover, the problem above has a deeper source. Consider the following sentence:
(32) The keys might be on the table or they might be in my car.

A number of theorists®® have argued that this sentence seems to be equivalent in

ordinary conversation to
(33) The keys might be on the table and they might be in my car.

A sense of this equivalence can be gleaned by using the same diagnostic as before. In
particular, both of the following are felicitous and entirely normal continuations to

an assertion of (32).

(34) a) No, they aren’t on the table. (I already looked there. ...)

b) No, they aren’t in the car. (I already looked there. ...)

This example shows that disjunctions of epistemic ‘might’ claims typically express
a non-disjunctive property of attitudes: namely the property of abelieving the pre-
jacent of both disjuncts. Unfortunately, Yalcin’s Expressive Principle also yields a

disjunctive property of attitudes for these cases.

(35) According to Yalcin’s Expressive Principle (28), an assertion of a sentence of
the form Op v Qg expresses that the agent either abelieves that p or abelieves
that ¢.%"

Thus, such epistemic disjunctions provide another source of violations of the Non-

Disjunctive Expressive Principle on Yalcin’s pragmatic expressivism.

38See, for instance, Zimmermann [2000], Simons [2005], Aloni [2007], Ciardelli et al. [2009], Roelof-
sen [2013].

39Proof: In general, by, accepts Op v Oq iff it accepts Op or it accepts ¢g. The right-to-left
direction is easy. For the left-to-right direction: suppose that b4 ., accepts Op v ¢q. Unpacking as
in footnote 36, we have that for every w’ € b, for some w” € by 4, [pﬂw"’b/*=w = 1 or for some
w” € b, [[q}]w”’bf“ﬂ“ = 1. The outer quantifier is vacuous. If the left disjunct holds, then b4 ,,
accepts Op; if the right holds, then by ., accepts Og.
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3.4.3 Objection: Going Gricean

Before moving along, I want to consider one possible rejoinder to this problem for Yal-
cin’s pragmatic expressivism. In particular, it might be thought that broadly Gricean
considerations can be used to generate the felt expression of the non-disjunctive prop-
erties of attitudes in examples (29) and (32). Such an explanation would proceed by
assuming that a speaker is being cooperative and inferring what their doxastic state
must be like in order to have made the utterance that they did. To see how this would
go, first note that all of the examples are disjunctions. Moreover, consider factual

disjunctions like
(36) The keys are either on the table or in the car.

All parties agree that this expresses a non-disjunctive property of attitudes: B(pv q).
Even so, an assertion of (36) can fail to engender coordination: the asserter could
believe that the keys are on the table and assert (36), but the hearer could come to
believe that they are in the car. These two facets suggest a strategy: resolve the
problems about disjunctive expression and the resulting threat of anti-coordination
for Yalcin using Gricean mechanisms that will be needed to solve anti-coordination
problems even for factual disjunctions.

An implementation of this strategy would go as follows. Standard Gricean rea-

soning can be used to justify the following generalization:*

Disjunction Implicature: An assertion of ¢ v 1 implicates that the speaker does

not believe —¢ and does not believe —.

In terms of the current brand of expressivism: someone who asserts ¢ v ¢ would also
be prepared to assert Q¢ A Q. Why? If they believed —, ¢ v 1 would then be
equivalent to ¢, which would be briefer. And mutatis mutandis for —1. This resolves
the threat of anti-coordination for factual disjunctions: a speaker who believes —p A ¢
should not assert p v ¢; and a listener can rely on the above reasoning to infer that

she should not update to come to believe p A —q.

40See, for instance, (41) on p. 50 and pp. 59-61 of Gazdar [1979] as well as §4 of Aloni [2016].
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Now, apply this reasoning to the epistemic disjunction case. An assertion of
Op v Ogq will typically communicate (Op v Og) A OOp A OOg. On Yalcin’s semantics,
this is equivalent to OpA Oq.*t So the felt equivalence between an epistemic disjunction
and its corresponding conjunction can be explained pragmatically. At the very least,
an assertion of such a disjunction can be seen to express a non-disjunctive property
of attitudes by relying on this Gricean reasoning.

In response to this objection, I will point out that the reasoning that justifies
Disjunction Implicature in the factual case does not straightforwardly generalize
to the epistemic case. This shows that a simple Gricean story cannot be used to
rescue Yalcin. While I cannot rule out all possible pragmatic explanations, this shifts
the burden back to the defender of Yalcin’s Expressive Principle to offer a sophisti-
cated pragmatic explanation of how such cases of indeterminate expression are to be
avoided.

Consider the case of an assertion by a speaker S of pv —p. A hearer H can reason
as follows. Exactly one of the following three exclusive and exhaustive attitudinal
state type descriptions can accurately describe S’s doxastic state: (i) Bp, (ii) B—p,
(iii) Ap A A—p. The hearer then reasons as follows: S cannot be in state (i) for they
would have asserted p instead of the disjunction. And mutatis mutandis for state (ii)
and —p. Therefore, S must be in state (iii).

This reasoning, however, does not generalize to an assertion of Op v O—p. Again,
the speaker must be in exactly one of the states (i)-(iii). But in each of those states,
the speaker could have said something more informative and either more or equally
brief. In (i): p, in (ii): —p, and in (iii): Op A O—p. From this perspective, then, the
hearer will have a hard time making sense of why a speaker would ever have chosen
to assert the epistemic disjunction. The conclusion would appear to be that such a

speaker must not be rational and cooperative after all.

41Because iterated epistemic ‘might’s are redundant and disjunction introduction is valid.
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3.5 A New Pragmatic Expressivism for Epistemic

Modals

To recap: first, I argued that pragmatic expressivists, who replace the notion of con-
tent with that of a property of attitudes in their theory of assertion, should accept
a strong bridge principle from semantic values to properties: sentences in context
should express only non-disjunctive properties of attitudes. This is because disjunc-
tive properties of attitudes will fail to fulfill the function of assertion identified by
the pragmatic expressivist. I then looked at the most well-developed pragmatic ex-
pressivist theory — Yalcin’s expressivism about epistemic modals — and found that it
systematically allows for disjunctive properties to be expressed. The expression of
such properties arises from the interaction of disjunction and epistemic modals. In
this section, I will introduce a new pragmatic expressivist theory which overcomes
these problems: I will prove that every sentence expresses a non-disjunctive property
of attitudes.

3.5.1 Assertability Semantics

The semantics that I will present has three main innovations. First, sentences will
be assigned truth-values relative to only an information state, not a pair of a world
and an information state.*? Note that Yalcin’s concept of acceptance, in terms of
which his Expressive Principle is couched, holds between an information state and
a sentence. But it is defined derivatively by quantifying over the world parameter
in his indices. Omne can look at the semantic values in this new theory, then, as
capturing acceptance directly instead of indirectly. Second, a non-standard semantics
for disjunction will be introduced.*® Nevertheless, I will show that the new semantics
in a sense reduces to classical logic for the fragment without epistemic modals. Finally,

the semantics will be bilateral in the sense of simultaneously defining two relations —

42The move to evaluating at sets of worlds resembles the move Hodges [1997] made — discussed in
Section 1.1.2 — to handle branching quantification by moving to sets of assignment functions.

43Precursors, in different theoretical contexts, for this disjunction can be found in Viininen [2008],
Ciardelli and Roelofsen [2015]. For further discussion of these two frameworks, see footnote 49.



CHAPTER 3. PRAGMATIC EXPRESSIVISM 66

assertability and deniability — between information states and sentences. This helps
capture the fundamentally trivalent notion of the semantics: some sentences will be
neither assertable nor deniable at some information states (e.g. an atomic proposition
p at an information state with both p and not-p worlds). The primary motivation for
making this move will become clear in Section 3.5.3.%*

In defining semantic values relative to information states, one should read s |- ¢
as “y is assertable relative to the information s” and s - ¢ as “¢ is deniable relative
to the information s”.%5 We will assume that sets of worlds are assigned to atomic

letters via a valuation function V. The whole semantics can then be given by:
(37) ¢ is assertable/deniable relative to information state s:

a) siFpiff s<V(p)
sHpif snV(p) =g
b) sk —piff sl ¢
sH —piff sl ¢
c) slFpnanyiff si-Fpand s |-
s ¢ A iff s; Hl ¢ and s, -l ¢ for some sq, 85 such that s =87 U s9
d) slk¢ v iff ;¢ and sy |- ¢ for some sq, 89 such that s = 57 U s9
sdevyiff sH ¢ and s ¥
e) sl Oy iff {w} I ¢ for some w € s
s Qpiff sl ¢
f) sl Bap iff ba,, I ¢ for every w € s
s+l Bap iff by, IF O—¢ for every w € s

That ¢ is assertable relative to s encodes the following fact: if an agent has s as
their belief-worlds, then it is epistemically appropriate for them to assert ¢. That ¢
is deniable relative to s encodes the following fact: if an agent has s as their belief-

worlds, then it is epistemically appropriate for them to deny ¢. One can motivate

4 For earlier bilateral systems, see Veltman [1985], Groenendijk and Roelofsen [2010], Fine [2014].
451f you prefer, you can also read s -l ¢ as “p is rejectable given the information s”.



CHAPTER 3. PRAGMATIC EXPRESSIVISM 67

the clauses, then, by reflecting on inquiry. The information state represents the
worlds that have not been ruled out as candidates for the actual world. A sentence
is assertable relative to an information state if it is guaranteed to hold come what
may in the rest of inquiry. A sentence is deniable relative to an information state if
it is guaranteed to not hold come what may in the rest of inquiry. So, for instance,
an atom is assertable if it is true throughout the information state and deniable if it
is false throughout the information state. Now, consider the clause for disjunction: a
disjunction ¢ v will be assertable relative to an information state if that information
state is covered by a ¢ zone and a 1 zone. So the information can guarantee that ¢ or
1 holds even though it might not yet guarantee that either one of them holds. For a
disjunction to be deniable, however, one must be able to deny each disjunct. Because
of this epistemic dimension of these semantic clauses, one can also read assertability

746 or “p must be accepted given s”.47

as “‘s supports ¢

Before defining a new expressive principle and showing that no disjunctive prop-
erties are thereby expressed, I note a few facts about this semantics. First, I can
recover a notion of propositional content by considering assertability at singletons.
Think of this via the following slogan: what is true is what would be assertable in
the absence of uncertainty, i.e. at the end of inquiry.*® To make this precise, define

the truth set of ¢ as follows:

(38) [] = {w : {w} I ¢}

One can prove that, under the semantics in (37), the truth sets behave classically for

the fragment without epistemic modals.

(39) Classicality. If ¢ and 1 do not contain ¢, then:

46Groenendijk et al. [1996], Portner [2009)].

4TVeltman [1996], Yalcin [2007]. There is a sense, elucidated in van Benthem [1989a], in which
Yalcin’s semantics is a “static” version of Veltman’s update semantics. For some differences between
a closely related logic of assertability and Veltman’s, consult Hawke and Steinert-Threlkeld [2016a].

48There are hints of a Peircean account of truth here: “The opinion which is fated to be ultimately
agreed to by all who investigate, is what we mean by the truth, ...” (Peirce [1878], p. 273). See
Misak [2007] for thorough exposition and elaboration of a Peircean conception of truth in terms
of the end of inquiry. While the present connection between truth and assertability echoes this
pragmatist thought, my present concern is with the theoretical concept of truth-at-a-world as used
in semantics. The connection between this concept and the ordinary concept of truth lies beyond
the present scope. Thanks to Matthias Jenny here.
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a) [p] =V (p)

b) [—¢] = W\ [¢]

c) [e ~nv] = T[p] 0 [V]

d) [¢ v o] =[e]u[V]

e) [Bay] = {w:baw < [¢]}

We can thus think of the fact that w € [¢] as the fact that ¢ is true at world w.
Second, while the main intuition for assertability is that ¢ is assertable at s iff
it is true throughout s, the clause for epistemic ‘might’ undercuts this thought. The
modal reflects a global property of information states, one that does not distribute
to properties of the individual worlds therein.*® Luckily, however, it turns out that

‘might’ is the sole source of such failures:

(40) Let ¢ be a {-free sentence. Then:
s IF ¢ iff {w} IF ¢ for every w € s
s -l @ iff {w} -l ¢ for every w € s
These equivalences also allow us to explain the felt infelicity of epistemic contradic-

tions — sentences of the form ¢ A 0—¢ and —p A Qp — by observing that they are

never assertable when ¢ is O-free.””

49 More precisely, sentences Op are not persistent (i.e. preserved under sub-states of information
states): there are s and t < s such that s I Op but t |£ Op. For an example, let s contain one p world
and one —p world, with t being the singleton containing the —p world. Hawke and Steinert-Threlkeld
[2016b] suggest that persistence demarcates fact-stating from non-factual domains of discourse. Both
of the systems of modal dependence logic of Vaanénen [2008] and inquisitive dynamic epistemic logic
of Ciardelli and Roelofsen [2015] evaluate sentences at information states and use a clause like ours
for disjunction. But in both systems, truth at an information state (which Ciardelli and Roelofsen
[2015] call ‘support’) is in fact persistent. This shows that our ‘might’ cannot be defined in their
systems. Extensions of those frameworks and deeper exploration of the connections between all of
them are interesting pursuits for future work.

50All of the examples from the literature are cases where ¢ contains no ‘might’s. Note, however,
that on our semantics, Op A O—Op will be assertable at any s which has both a p and a —p world.
Such an information state will not accept, in Yalcin’s sense, this complex epistemic contradiction.
Because judgments about complex sentences with embedded epistemic modals are not firm, it is
unclear whether this is a problem for the present view.
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Finally, I note two facts that are critical in proving that this theory satisfies the
Non-Disjunctive Expressive Principle and that are of independent interest. To do so, I
must introduce a notion of entailment and equivalence. Say that a set I' assertorically
entails ¢ just in case if s |- v for every v € I', then s |- ¢ for every information state
s. Say that ¢ and 1) are assertorically equivalent if (the singleton of) each sentence

entails the other one. The following then hold:
(41) BaQ is assertorically equivalent to —Ba—¢®!
(42) Q¢ v O is assertorically equivalent to QO A Qrp>?

This fact also contains the core of the explanation of the sentences (29) and (32)

which we saw were problematic in the last section.

3.5.2 Non-Disjunctive Expression

We can now move towards the proof that every assertion expresses a non-disjunctive
property of attitudes by providing a bridge principle from the new semantic values
to such properties. Recall that we are employing an attitudinal metalanguage with
two attitudes: B and A. Our bridge principle links first and foremost to attitudinal

state descriptions which describe properties of attitudes.

(43) New Expressive Principle:

@ expresses attitudinal state description ¢ just in case: ¢ is assertable relative
to an agent’s doxastic state (i.e. ba,, I ¢) if and only if ¢ is a true description

of the agent’s state (i.e. w € [d])

According to this definition, factual assertions express beliefs, and widest-scope epis-
temic ‘mights’ express abeliefs, just as before. But now I can do more. Recall that
an attitudinal state type description is a conjunction of attitudes from the attitudinal

metalanguage; in this case, a conjunction of beliefs and abeliefs. Such descriptions

51Proof: s - B0y iff bay - Opforeverywes, iff by, IF 0=, iff s 4l Ba—ypiffs - ~Ba—e.

52Proof: s I Op v O iff s1 I O and sy I- Q1) for some sq,s such that s = s; U sy. This holds
iff {w1} IF ¢ and {wa} I- 9 for some wy € 81, w3 € s3. In turn, this holds iff {w1} I+ ¢ and {wa} I+ ¢
for some wy, ws € s, which is equivalent to s |- Q@ A Q).
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correspond to non-disjunctive properties of attitudes. On this conception, I can now
prove that every sentence determines a non-disjunctive property of attitudes by show-

ing that it expresses an attitudinal state type description.

Theorem 3.1 (Non-Disjunctive Property Expression). For every sentence ¢ in the
language, there is an attitudinal state type description d, such that ¢ expresses d, in

the sense of (43).
Proof. See Appendix A. O

The resulting package constitutes a pragmatic expressivist treatment of epistemic
‘might’ that also makes good on the Non-Disjunctive Expressive Principle. Semantic
values are given as functions from information states to truth values. To determine
a property of doxastic attitudes, one can set the information state parameter to the
asserter’s belief-worlds. While this is a reasonable default in assertoric conversational
contexts, the current framework also allows properties of other information states to
be expressed. The theorem above also generalizes.”® In the doxastic setting, how-
ever, the theorem guarantees that an arbitrary assertion will express a non-disjunctive
property of attitudes. For example, recall the sentence (29) which expresses a disjunc-
tive property for Yalcin. According to the Theorem, such a sentence would express
that attitudinal state type description of abelieving that Bernie will win and abeliev-
ing that Bernie will not win. In general, Op v O—p will express the description

Ap A A—p, as desired.

3.5.3 ‘Must’

While the language used thus far only has an epistemic possibility modal, it is natural
to extend the language with ‘must’ as the syntactical dual of ‘might™: [y := —=0—¢.

This definition gives the following assertability and deniability conditions:
(44) a) si-Opiff s - ™

b) sHI [y iff s IF O—¢

3See §8.1 of Hawke and Steinert-Threlkeld [2016b].
*Proof: s - —=0—p iff s 4 O—p iff s 4 —¢p iff s IF .
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This has the interesting consequence that [Jip and ¢ are assertorically equivalent, but
their negations are not. Such a situation can only arise in the bilateral setting.

This is as it should be. From the present epistemic perspective, wherein we do
not model features like indirect evidence, one is in a position to assert [Jp just when
one is in a position to assert ¢. But —[Jy and —y still behave differently, especially

under embeddings. Consider the following context.®

Traveling. Michael’s partner Shari and her friend Molly are traveling to
see their mutual friend Emily. Shari has already bought her ticket. Molly
told both Shari and Emily that she will be there, but is also notoriously
absent-minded, often needing to be reminded to take care of practical

matters.
With the information in this context, then, the following judgments seem natural:
(45) Shari believes that it’s not the case that Molly must have her ticket.
(46) # Shari believes that Molly does not have her ticket.

The present definition of ‘must’ can offer a natural explanation of these. If Shari is
genuinely uncertain about whether Molly has bought her ticket, Shari’s belief worlds
will contain some worlds where Molly does have her ticket and some where she does
not. When that property of her belief worlds is known, (45) will be assertable, but
(46) will not be.

3.5.4 Further Phenomena Involving Disjunction

Before concluding, I observe that the interaction between modals and disjunction
in the assertability setting can also explain other phenomena from the literature. In
each case, Yalcin’s theory cannot straightforwardly explain the data, while the present
theory can. Note that I do not intend to hereby undertake a thorough examination of

the rich topic of the interaction between epistemic modals and disjunctions. Rather,

5>Thanks to Matt Mandelkern for making us think about scenarios like this one and to Meica
Magnani for the particular example. Thinking about these cases was the main impetus for moving
to a bilateral semantics.
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because such interaction was the source of disjunctive expression, I consider it a virtue
of the present solution to the problem of disjunctive expression that it can also handle
other related phenomena with aplomb.

First, consider some examples due to ?.%¢
(47) Either Jack went to Alaska or he must have gone to Hawaii.

(48) The dice is less than four or probably even.
[Adapted from (38) of Moss [2015]]

Such disjunctions have the following distinguishing feature: they can be asserted
even when neither disjunct can. For example, someone who only knows that Jack
went to Alaska or Hawaii can assert (47) but is not in a position to assert either
disjunct. Yalcin cannot straightforwardly accommodate such facts. On his semantics,

.57 Then, one can

sentences with widest-scope epistemic modals are world-invarian
observe a fact generalizing the results from the discussion of (29) and (32): if ¢ is
world-invariant, then if s accepts ¢ v 1, it either accepts ¢ or accepts 1.°® Now,
note that (47) has the logical form p v [Jg and that [Jg is world-invariant for Yalcin.
Therefore, if s accepts (47), it either accepts p or accepts [Jg. Now, if one assumes that
assertability amounts to the asserter being in a certain attitudinal state — knowledge,
belief, or something weaker — and follows Yalcin in cashing out the attitudes in terms
of acceptance by a body of information, one cannot explain the assertability properties
of (47): because it is accepted if and only if one of the disjuncts is accepted, it will
also be assertable if and only if one of the disjuncts is.

The present framework can handle this fact in the following way. Recall that
by the definition of ‘must’ in Section 3.5.3, [Jp and p are assertorically equivalent.
This has the result that (47) can be assertable even when neither disjunct is for the

same reason that factual disjunctions can be so assertable: when the information

56For discussion of similar cases, see Rothschild [2012], Moss [2015], Cariani [2016], Swanson [2016],
Yu [2016].

57Definition: ¢ is world-invariant iff for every s, [¢]“s = []*"* for every w,w’.

58Proof: let 9 be world-invariant and suppose s accepts ¢ v 1. Case 1: for some w’ € s, [[1/)]]“’/’5 =1.
Because 1) is world-invariant, this will hold for every w” € s, so s accepts 1. Case 2: for all w’ € s,
[1]*"® = 0. Then, [¢]*“" =1 for every w’ € s, i.e. s accepts .



CHAPTER 3. PRAGMATIC EXPRESSIVISM 73

state is undecided about which disjunct holds, but contains only Jack-in-Alaska and
Jack-in-Hawaii worlds, it will render (47) assertable.

Second, Dorr and Hawthorne [2013] observe that epistemic modals are often in-
terpreted in a constrained manner: instead of ranging over all epistemically possible
worlds, they range over a restricted subset thereof. Moreover, the constraint on worlds

can be inherited from surrounding linguistic context. As an example, consider:
(49) Jennifer is feeling sick and might stay home.

Intuitively, (49) can only be asserted when some epistemically possible world is such
that Jennifer stays at home and is sick, but not when she stays at home simply to
play hooky. Yalcin can handle this fact: if s accepts p A Og, it accepts O (p A q) as
well.”” Problems arise, however, from Dorr and Hawthorne’s observation that the
inherited constraints phenomenon survives many embeddings. For instance, embed

(49) under a disjunction:%

(50) Either Jennifer is feeling sick and might stay home, or she’ll be at the office.

Such a sentence cannot be asserted in a case where the only worlds in which Jennifer
stays home are ones where she plays hooky but is not sick or in a case where there
are no worlds in which she stays home. Because Yalcin’s semantics allows arbitrary
disjunction introductions, it cannot explain this phenomenon: (50) will be assertable
in a case where the asserter believes that Jennifer will be at the office and so does
not countenance any staying-home possibilities.

On the other hand, the present assertability semantics handles this phenomenon

very elegantly:
(51) (p A Oq) v r is assertorically equivalent to (p v ) A O (p A ¢)%

Thus, in an information state where all of the Jennifer-at-home worlds are ones where

she’s not sick but rather is playing hooky, (50) will not be assertable, as desired.

59Proof: every world in s is a p-world and there must also be a g-world. The latter will be a
p A g-world.

60Compare also example (56) on page 153 of Klinedinst and Rothschild [2012].

61See clause (3) of Proposition A.1.
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Finally, one last piece of data concerning the interaction of epistemic modals
and disjunction comes from Mandelkern [2017], who observes that embedding two
epistemic contradictions under a disjunction sounds just as bad as a bare epistemic
contradiction or embedding one under a conditional or an attitude verb. Here are

two examples:

(52) # Jo isn’t tall but she might be, or Jim isn’t tall but he might be.

[from Mandelkern [2017]]

(53) # Johan is in Amsterdam but he might not be, or Thomas is in California but
might not be.

I take the infelicity of (52) and (53) to show that sentences of the forms (—p A Op) v
(=g A Oq) and (p A O—p) v (¢ A O—q) are never assertable.5

First, observe that Yalcin cannot explain this generalization. Consider an infor-
mation state s with two worlds: one — w, — at which p is true but ¢ is not and another
—w, — at which ¢ is true but p is not. According to his semantics and the definition of
acceptance in §3.4.1, s accepts (—p A Op) v (—¢ A 0q).% Mandelkern [2017] explains
the infelicity of these sentences by appealing to a conception of bounded modality on
which the interpretation of modals is constrained by their local context.%*

While evaluating that proposal and comparing it to the present one lies beyond
the present scope, observe that the present assertability semantics also explains the
uniform infelicity of (52) and (53): there are no information states at which either
sentence is assertable. That is to say: there is no information state s such that
s - (—p A Op) v (—¢ A Og). Such a state s would have to be composed of two sub-
states s; and sy at which each disjoined epistemic contradiction is assertable. Because

epistemic contradictions are never assertable (when the conjunct contains no ‘might’,

as in these examples), this will never happen.

62As Mandelkern [2017] observes, reversing the order of the conjuncts in each disjunct does not
effect this judgment.

63 A disjunction is accepted in s iff every w € s is such that one of the disjuncts is true at w and
s. Then, by Yalcin’s semantics, [—p A Op]“+® = 1 since w, is a —p-world but there is a p world in
s. Similarly, [—q A 0¢]"»® = 1. So the whole disjunction is accepted at s.

64See Schlenker [2009].
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3.6 Conclusion

Pragmatic expressivism promises to help expressivism solve many of its problems by
drawing on the distinction between semantic value and object of assertion. In this
chapter, I have done two things. First, I argued by drawing analogies between the
standard story and the pragmatic expressivists’ story of assertion that the pragmatic
expressivist ought to accept the Non-Disjunctive Expressive Principle. Failing to do so
countenances assertions which would fail to fulfill the function of assertion identified
by the expressivist. Against this backdrop, I showed that Yalcin’s expressivism about
epistemic modals runs afoul of this Principle because of how epistemic modals interact
with disjunction. I then presented a new expressivist theory which one can prove
satisfies this Principle.

Returning to the question that motivated this chapter — what role does composi-
tionality play in the theory of communication? — a more general lesson can be drawn.
By theorizing about the pragmatic expressivist’s theory of communication, I was able
to formulate a Principle that provides a bridge between compositional semantics and
assertion. Moreover, the discussion of Yalcin and subsequent development of a new
theory shows that this Principle has real bite: paying careful attention to the role
that compositional semantics must play in the theory of communication can help
adjudicate between rival semantic theories and foster the development of new ones.

More work remains to be done. In particular, to show that the Non-Disjunctive
Expressive Principle can be satisfied in a general way, the theory developed here
should be extended to a wider fragment of natural language. For conditionals and
quantifiers, see §8 of Hawke and Steinert-Threlkeld [2016b]. Extending it to handle
probability operators such as ‘likely” and ‘probably’ will require enriching the param-
eter of evaluation from an information state to something with more structure. It will
also be important to extend this theory to handle deontic language. The theories of
Charlow [2015] and Starr [2016a,b] appear to be especially friendly companions. As
discussed above, appropriately generalizing the notion of a non-disjunctive property
of attitudes to the deontic setting will take some care. But such care promises to pay

dividends: the result will be a pragmatic expressivist theory of a large and important
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region of natural language which avoids a pitfall faced by many current theories.

An important component of the extension to the deontic case will be a thor-
ough comparison of the behavior of epistemic and deontic modals. The assertabil-
ity framework in this chapter predicts wide-scope free choice as an entailment (i.e.
Op v Oq I Op A Ogq). Most of the literature on free choice has focused on the narrow-
scope case (i.e. the inference from O(p v q) to Op A Oq) and for deontic modals in
particular. In Appendix B, I present preliminary experimental results showing that
the predictions of the present theory for epistemic modals are good: people draw
free choice inferences more readily with epistemic modals when the disjunction takes
wide scope. Subsequent work will conduct similar experiments for deontic modals.
If a different pattern in free choice emerges, an adequate theory of natural language
modals will have to account for this difference.

On the logical side, future investigation will map out possible meanings for ‘might’
and disjunction that can deliver a result analogous to Theorem 3.1. Because of the
implicit partiality of our assertability logic (it can be that neither p nor —p are
assertable relative to s), a natural more general setting for pursuing this work comes
in the form of the data semantics of Veltman [1985] (§III) (see also van Benthem
[1988], chapters 7 and 8 and van Benthem [1991], chapter 15).



Chapter 4

Composing Semantic Automata

4.1 Introduction

This chapter pursues a third new question about compositionality, at the level of the
individual language user: what is the algorithmic interpretation of compositionality
and what demands on complexity does it impose on linguistic tasks? Pursuing ques-
tions of this sort requires having an algorithmic model of meaning in the context
of particular tasks. A natural place to look for such a model comes from quanti-
fier sentence verification. Verification of a sentence against a context is one strong
manifestation of lingusitic competence. Moreover, the meanings of quantifiers are
especially likely to be amenable to algorithmic treatment, since they appear not to
introduce new content of their own. In fact, such a treatment has been given, as we
will soon see. The task, then, will be to show what composition means in the algo-
rithmic context and to assess whether composition increases complexity in a relevant
sense.

To make all of this more precise, consider the following three sentences:
(54) Every student attends classes.
(55) At least three people will attend.

(56) Most people enjoyed the show.

7
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Each one begins with a determiner — ‘every’, ‘at least three’, ‘most’ — followed by a
noun and a verb phrase. Analyzing sentences like these has been one of the primary
focuses, and one of the strongest successes, of natural language semantics in the last
four decades. The determiners are analyzed as generalized quantifiers, relations be-
tween the sets of entities denoted by their complement noun and the verb phrase. So,
for instance ‘every’ denotes the subset relation, yielding for (54) the truth-conditions
that the set of students is a subset of the set of class attendees.

The interpretation of natural language determiner phrases as generalized quan-
tifiers has led to deep and subtle insights into linguistic quantification. While the
original goal of interpreting determiner phrases uniformly as higher-order properties
is now seen as perhaps too simplistic,! the very idea that determiners can be assigned
meanings which correctly predict their contribution to the meanings of sentences is
of fundamental importance in semantics. Generalized quantifier theory, and arguably
model-theoretic semantics in general, has largely developed independently of detailed
questions about language processing. If one’s aim is to understand how language
can express truths, abstracting away from language users, then this orientation is
arguably justified.? However, if the aim is to understand the role quantification plays
in human cognition, model-theoretic interpretation by itself is too abstract. Patrick

Suppes [1980] aptly summarized the point more than three decades ago:

“It is a surprising and important fact that so much of language . ..can be
analyzed at a nearly satisfactory formal level by set-theoretical semantics,

but the psychology of users is barely touched by this analysis.” (p. 27)

Consider, for instance, the basic question of how a quantified sentence is verified as

true or false. Generalized quantifier theory by itself has nothing to say about this

1See Szabolcsi [2010] for an overview of some recent developments in quantifier theory. As she
notes (p.5), “these days one reads more about what [generalized quantifiers| cannot do than about
what they can.”

2A classic statement of this approach to semantics can be found in Lewis [1970] (p.170): “I
distinguish two topics: first, the description of possible languages or grammars as abstract semantic
systems whereby symbols are associated with aspects of the world; and second, the description of the
psychological and sociological facts whereby one of these abstract semantic systems is the one used
by a person or population. Only confusion comes of mixing these two aspects.” Lewis, Montague,
and others clearly took the first as their object of study.
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question. One may worry that the psychological details would be too complex or
unsystematic to admit useful and elegant theorizing of the sort familiar in formal
semantics. However, in the particular case of verification, we believe the analysis
of quantifier phrases by semantic automata provides a promising intermediate level
of study between the abstract, ideal level of model theory and the mosaic, low-level
details of processing.

Semantic automata, originally pioneered by Johan van Benthem [1986], offer an al-
gorithmic, or procedural, perspective on the traditional meanings of quantifier phrases
as studied in generalized quantifier theory. They are thus ideally suited to modeling
verification-related tasks. A semantic automaton represents the control structure in-
volved in assessing whether a quantified sentence is true or false. While there has been
relatively little theoretical work in this area since van Benthem [1986] (though see
Mostowski [1991, 1998]|), a series of recent imaging and behavioral experiments has
drawn on semantic automata to make concrete predictions about quantifier compre-
hension (McMillan et al. [2005, 2006], Szymanik and Zajenkowski [2010a,b]). These
experiments establish (among other results, to be discussed further below) that work-
ing memory is recruited in the processing of sentences involving certain quantifiers,
which corresponds to an analogous memory requirement on automata. Such stud-
ies provide impetus to revisit the semantic automata framework from a theoretical
perspective.

This chapter undertakes the extension of the semantic automata framework to a
wider swath of natural language. In particular, determiners can occur not just as

subjects of a sentence but also as the object of transitive verbs:
(57) Every student takes at least three classes.
(58) Most professors teach two classes.

The truth-conditions of these sentences are given by performing an operation called
iteration on the two quantified phrases: this operation takes the two determiners and
generates a relation between two subsets (the students and the classes in (57)) and

the binary relation that is the denotation of the transitive verb (the taking relation in
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(57)). This raises a first question: can automata for iterations be built from automata
for the given determiners?

Thinking of the truth-conditions of (57) and (58) as properties of their transitive
verbs, this raises a second question: do all properties of transitive verbs denoted by
natural language sentences arise via the operation of iteration? Because Frege can be
read as advocating a ‘yes’ answer to this question, the line dividing the properties of
binary relations that arise from iteration from those that do not has been dubbed the
Frege Boundary by van Benthem [1989b]. Keenan [1992, 1996b] does find examples of
natural language sentences whose truth-conditions lie on the other side of the Frege

boundary, such as:

(59) Different students answered different questions.
(60) A majority of the students read those two books.
(61) The two professors graded a total of fifty exams.

The sentence (59) is to be understood as having the following truth-conditions: any
two distinct students answered distinct sets of questions.

Keenan [1992, 1996b] also provides an exact characterization of the Frege Bound-
ary.®> This characterization, however, has a highly complex formulation, making it
hard to apply in practice. One would like to be able to turn the characterization into
an algorithm for deciding whether a given property of binary relations is an iteration
of quantifiers or not. This would allow one to determine whether a given sentence
with truth-conditions of the appropriate kind is equivalent to one with iterated quan-
tifiers. But it has remained unknown whether his characterization is effective. In
other words: is the Frege Boundary deciable? We will also address this question
using the framework of semantic automata.

This chapter is structured as follows. Section 4.2 gives a quick review of generalized
quantifiers. It also contains more precise definitions of the operation of iteration and
of the Frege Boundary. Section 4.3 introduces the semantic automata framework,

including all of the relevant background in formal language and automata theory.

3Dekker [2003] generalizes these results to handle more than one iteration.
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Section 4.4 provides a more detailed discussion of how semantic automata might fit
into semantic theory more broadly, at a level in between model-theoretic semantics
and language processing. Section 4.5 shows how to define formal languages for the
iteration of two quantifiers. In Section 4.6, we study the case when quantifiers with
deterministic finite-state automata are iterated. We show that the iteration also has a
finite-state automaton and that the Frege Boundary is in fact decidable in this special
case. Section 4.7 moves beyond to the case where pushdown automata are required.
While the two results above do not carry over in full generality, we prove that they
do hold for languages accepted by a deterministic pushdown automaton. Finally, we

conclude with general remarks and future directions in Section 4.8.

4.2 Generalized Quantifiers

Definition 4.1 (Mostowski [1957|, Lindstrom [1966]). A generalized quantifier @ of
type (ni,...,nyyis a class of models M = (M, Ry, ..., Ry closed under isomorphism,
where each R; € M™.* A generalized quantifier is monadic if n, = 1 for all i, and

polyadic otherwise.

We write Qy Ry ... Ry as shorthand for (M, Ry,...,Rx) € Q. Usually the
subscripted M is omitted for readability. Thus, e.g., for a type (1,1) quantifier @,
we write () A B, where A and B are subsets of the domain. This connects with the
more familiar definition given in linguistic semantics. For example, the determiners

in the sentences (54)-(56) have the following denotations:

ALL = {(M,A,B)| A< B}
AT LEAST THREE = {(M, A, B) | |An B| = 3}
MosT = {{(M, A, B) : |An B| > |A\B|}

The isomorphism closure condition (partially) captures the intuition that quantifiers

are sensitive only to the size of the relevant subsets of M and not the identity of any

4For more complete introductions to the theory of generalized quantifiers, see Barwise and Cooper
[1981], van Benthem [1986], Westerstahl [1989], Keenan [1996a], Keenan and Westerstahl [1997].
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particular elements or the order in which they are presented.
A useful classification of generalized quantifiers is given by the standard logical
hierarchy. For the time being, we restrict attention to type (1, 1), and we distinguish

only between first-order and higher-order definability.

Definition 4.2. A generalized quantifier @ of type (1,1) is first-order definable if
and only if there is a first-order language £ and an L-sentence ¢ whose non-logical

vocabulary contains only two unary predicate symbols A and B such that for any
model M = (M, A, B),

The generalization to higher-order (non-first order) definability is obvious. As

examples, ALL, SOME, and AT LEAST THREE are first-order definable:

ALLyAB < (M, A, B) =Vx (Ar — Bzx);
SOMEyAB < (M, A, B) = 3z (Az A Bx);
AT LEAST THREEyAB < (M, A, B) = 3z,y,z ¢(x,y, 2),

where ¢(z,vy, z) is the formula
TEYAYFE2zAx#2ANAr A Br A Ay A By A Az A Bz.

On the other hand, MOST, AN EVEN NUMBER OF, and AN ODD NUMBER OF are
(only) higher-order definable. For MOST, see, e.g., Appendix C of Barwise and Cooper
[1981].

Because the space of type (1,1) quantifiers places few constraints on possible
determiner meanings, several properties have been offered as potential semantic uni-
versals, narrowing down the class of possible meanings. These properties seem to
hold of (at least a majority of) quantifiers found in natural languages. Two of these

will play a pivotal role in the development of semantic automata, due to their role in
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Theorem 4.1 below:

CoNs QuAB iff Q) A(A N B).
EXT QuAB iff Q)pAB for every M < M'.

The property CONS — short for Conservativity — states that the truth of a quantified
sentence depends only on the entities in the scope of the quantifier. For example, the

equivalence of the two sentences in (62) below show that every is conservative.

(62) a) Every dog makes its owner happy.

b) Every dog is a dog that makes its owner happy.

The property EXT — short for Extensionality — states that the truth-value of a quan-
tified sentence in a model cannot be flipped simply by expanding the domain of the

model.

Lemma 4.1. A quantifier () satisfies CONs + EXT iff, for all M = (M, A, B):

Theorem 4.1. A quantifier QQ satisfies CONS and EXT if and only if for every
M, M and A,B< M, A,B <M, if|A-B|=|A—B'| and |An B| =|A"n B,
then QuAB < Q) A'B'.

Proof. Suppose @ satisfies CONs and EXT. If |A — B| = |A' — B'| and |[An B| =
|A” n B’|, then we have bijections between the set differences and intersections which
can be combined to give a bijection from A to A’. Thus Qa1 A(AnB) < Qu A (A nB’)
by isomorphism closure. By two applications of Lemma 4.1, Q) AB < Q) A'B'.

In the other direction, for any given (M, A, B), let M’ = A’ = Aand B’ = An B.
The assumption yields QyAB < QuA'B" < QaA(A n B), which by Lemma 4.1
implies CONS + EXT. O]
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In other words, quantifiers that satisfy CONS and EXT can be summarized suc-
cinctly as binary relations on natural numbers. Given ) we define the relation

Q° < N x N as follows:
Qury < FJAB<CM st. QuABand |A—B|=uz,]An B|=uy.
Standard generalized quantifiers can thus be seen as particular simple cases.

ALLy 2y <2 =0

SOMEj,; 2y <y > 0

AT LEAST THREEj, vy < y > 3
MosT), 2y <y > x

AN EVEN NUMBER OFj; zy < y = 2n for some n € N

Theorem 4.1 guarantees that the relation Q¢ is always well defined.

4.2.1 Iterating Monadic Quantifiers

To handle sentences such as
(57) Every student takes at least three classes.
(58) Most professors teach two classes.

in which quantified phrases appear both in object position and subject position,
we need to look at so-called polyadic lifts of monadic quantifiers. Intuitively, these
sentences express complex properties of the respective transitive verbs. Since these
verbs take two arguments, it will be impossible to give truth-conditions using monadic
predicates.

In particular, we will need iterations of type (1, 1) quantifiers. For notation, if R

is a binary relation, we write

R, = {y | Ry}
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If @1 and Q9 are type (1, 1), then It(Qq, Q2) will be of type (1,1, 2), defined:

It(Q1,Q) ABR < Q1 A{r|Q2B R}

We will sometimes use the alternative notation Q; - Qs for It(Q1, Q2).”
Sentences with embedded quantifiers can be formalized as iterations. For instance,
the sentences (57) and (58) would typically be assigned truth conditions (63) and (64),

respectively:®
(63) It(ALL, AT LEAST THREE) [student] [classes] [take]

(64) It(Most, Two) [professors] [classes] [teach]

For example, (63) — the truth-conditions of (57) — holds iff
[student] < {x : |[class] n [take,]| = 3}

which says that each student is such that the number of classes taken by that student

is at least three.

4.2.2 The Frege Boundary

As we just saw, iteration generates a quantifier of type (1,1, 2), i.e. a relation between
two subsets and a binary relation over a domain. Because one of the members of such
a relation has a higher arity than 1, such a quantifier will be polyadic. In the same way
that researchers attempted to discover universals like CONS and EXT limiting the
range of monadic quantifiers expressed in natural language, one can seek for plausible
restrictions on the space of all polyadic quantifiers. A particularly strong universal

would be:

FREGE’s THESIS All polyadic quantification in natural language is iterated monadic

quantification.

5This is a special case of a general definition for iterating quantifiers. For details, see Chapter 10
of Peters and Westerstahl [2006].

1 am using the interpretation brackets [-] to denote the extension in a model (ommitting the
relativity to a model for ease of exposition) of an expression.
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Some results allow us to examine Frege’s Thesis in a precise way. Call a type (2)
quantifier Fregean if it is an iteration of monadic quantifiers (or a boolean combination

thereof). Say a quantifier ‘lies beyond the Frege Boundary’ if it is not Fregean.

Definition 4.3. A type (2) Q is right-oriented iff for every M, R, S < M? and a € M:
if |Ry| = |Sa| then (M, R) e Q@ < (M,S)e @

Theorem 4.2 (van van Benthem [1989b]). A type (2) GQ is Fregean iff it is permutation-

wwvariant and right-oriented.

Another characterization says when two Fregean, i.e. iterated, quantifiers are

equal.”

Theorem 4.3 (Fregean Equivalence; Keenan [1992]). If Q1, Q2 are Fregean type (2)
quantifiers, then Q1 = Qo iff: for all (finite) M, PR < M, (M,P x R) € Q1 iff
(M,P x R) € Qs.

This provides a method for showing that a quantifier is not Fregean: show that it
is equivalent to a particular Fregean quantifier on all products (P x R), but that it
is not equivalent in general.

For a purported example of a quantifier that lies beyond the Frege Boundary,

consider again (from Keenan [1992]):
(59) Different students answered different questions.

The intended truth-conditions for (59) are that any distinct students did not answer

all of the same questions:
Ya # b € students : answered, # answered,

We will consider these truth-conditions as a type (2) quantifier, i.e. as a property of
binary relations, called DIFF. We can use Fregean Equivalence to show that DIFF

lies beyond the Frege Boundary.

"See Keenan [1996a], Dekker [2003] for generalizations.
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Consider the type (1) quantifier 1 which is uniformly false. Its iteration It(L, 1)
will be uniformly false of all binary relations.® We will show that DIFF agrees with
It(L, 1) on products, but not in general. Without loss of generality, fix a domain M
with at least three students and let P x R be a product. There are two cases. (i)
There are two students not in P. Then, they bear P x R to the same set of questions:
the empty set. So DIFF is false at (M, P x R). (ii) There are at least two students
in P. Then, they bear P x R to the same set of questions: the questions that are in
R. Again, DIFF is false. So it agrees with It(L, 1) on products. But DIFF is true for
the binary relation relating s; to ¢; and ss to ¢o, where the s; are distinct students
and the ¢; distinct questions.

As can be seen from this example, telling whether a quantifier is Fregean or not is
not always easy. And fully general characterizations of the boundary are even more
complex. This raises the interesting question: is the Frege Boundary decidable? That
is, does there exist an algorithm which, given a quantifier of type (2), decides whether
or not it is an iteration of quantifiers? We return to this question in Sections 4.6.3
and 4.7.4, using tools from semantic automata theory that will be introduced in the

intervening sections.

4.3 Semantic Automata

Having completed a brief introduction to generalized quantifiers, we proceed in this
section to begin the study of semantic automata, in which tools from formal language
and automata theory are applied to generalized quantifiers. Subsection 4.3.1 contains
the necessary preliminary definitions from language and automata theory. Subsec-
tion 4.3.2 then shows how to assign languages and their corresponding automata to
type {1,1) quantifiers and elucidates connections between definability and types of

language.

8While I treated iteration in the previous section as applying to type (1, 1) quantifiers, it is easy
to generalize the definition. For type (1), It(Q1,Q2) R < Q1 {x | Q2R.}.
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4.3.1 Preliminaries

Though some familiarity with the theory of regular languages and deterministic finite-
state automata will be assumed, we here introduce basic concepts and notation.

An alphabet ¥ is a finite set, whose elements are called characters. A language
L is a subset of X*, where ¥* is the set of all finite sequences in 3. We will use
L, Ly, Ly to denote languages. Elements w € ¥* are called words. ¢ denotes the
empty sequence. For w € ¥* for finite alphabet 3, w; € ¥ denotes the character at
the ith position of w. We use || as both a set cardinality function and a word-length
function. The functions #, : X* — N for each a € 3 are recursively defined in such a
way to return the number of as in a word w € ¥*.°

A deterministic finite-state automaton (DFA) is a tuple (X, Q, 0, F', qo) where %
is an alphabet (a finite set of letters), @) is a set of states, o € @ is the starting
state, FF < @ is the set of final (or accepting) states, and ¢ : @ x ¥ — @ is the
transition function. We will use M, M{, My to denote automata. The components of
an automaton are denoted by @ (M), § (M), et cetera. We often write |M| instead of
QM.

A DFA accepts a language in the following sense. Define 0* : ) x ¥* — @ by

induction on X*:

o (qa 5) =(q
6" (q,aw) = 6 (6" (¢, w) , a)

In other words, §* (¢, w) is the state arrived at by starting at ¢, transitioning according
to wy, then according to ws, and so on through w,, where n is the length of w. We

can now define the language of an automaton M by
L(M)={weX*:§(q,w)e F}

The regular languages are the languages L such that L = L (M) for some DFA M.1° If

9Here’s the definition: #, (¢) = 0 and #, (cw) = #, (w) + 1 if ¢ = a; #, (w) otherwise.
10Many alternative characterizations exist: acceptance by a non-deterministic finite-state automa-
ton and generation by a regular expression, for example. See Hopcroft and Ullman [1979] for details.
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L is a regular language, we denote the minimal automaton accepting L by min(L).!!

Given a machine M, we define

sgn (¢, M) = xrv) (q)

and sgn (M) as an abbreviation for sgn (go (M), M) where xg is the characteristic
function of set S. In other words, sgn(q,M) is 1 if ¢ is an accepting state of M, 0
otherwise. We omit the second argument when context permits.

For an example, consider the language Ly = {w € {0,1}" : #o (w) = 0} of words
in {0,1}" containing all and only 1s. This language is regular; its minimal automaton
is depicted in Figure 4.1. The choice of name for this language will become clear
in the next section. In this diagram and others like it later in the paper, states are
denoted by circles. ¢q is the state with an arrow leading in to it. States in F' have

two circles. An arrow from state ¢ to ¢’ labeled by a means that § (¢,a) = ¢'.

0

Figure 4.1: The automaton min (Ly).

The star-free languages in ¥ is the smallest set of languages which contains »*,
{a} for each a € ¥ and which is closed under finite union, concatenation, and com-
plementation. These languages are accepted by the acyclic or counter-free DFAs;
see McNaughton and Papert [1971]. Thus, every star-free language is regular. The
converse, however, is not true: a paradigmatic regular language which is not star-
free is Leven = {w € {0,1}" : #; (w) is even}. The minimal automaton accepting

this language is depicted in Figure 4.2. A similar construction shows that L, =

" Again, see Hopcroft and Ullman [1979] for a proof that every regular language has a minimal
automaton, i.e. one with as few states as any other automaton accepting the same language.
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{we{0,1}" : #; (w) is divisible by m} is also regular and that its minimal automa-

ton has m states.

1

Figure 4.2: The automaton min (Leyen)-

We will use another characterization of the star-free languages in terms of first-

order definability.!?

Given an alphabet X, consider a standard first-order language
with unary predicate symbols P, for each a € ¥, a binary relation symbol <, and a
countably infinite set of variables denoted VAR. We write Form (X) and Sent (X) for,
respectively, the set of first-order formulas and sentences in this signature. We inter-
pret formulas in this language in words w € X* with respect to variable assignments

g: VAR — {1,2,...,|w|}. The relevant semantic clauses are given by

w,g = x; <z iff g(x;) < g(zy)
w,g b Py (@) i wy = a

A first-order sentence ¢ defines the language

L= {wey |uky)

where the variable assignment ¢ is omitted since a sentence is satisfied with respect
to some g iff it is with respect to all g. The theorem alluded to above can now be

stated.

Theorem 4.4 (McNaughton and Papert [1971]). A language L < ¥* is star-free iff
it is first-order definable in the following sense: there is a sentence p € Sent(X) such
that L = L.

12See Diekert and Gastin [2007] for a self-contained presentation of this equivalence and others.
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While the star-free languages form a natural and interesting sub-class of the regu-
lar languages, we will also be interested in natural extensions of the regular languages.
In particular, we will study the context-free languages (and the detemrinistic subset
thereof), which again will be defined in terms of the machines accepting them. Es-
sentially, these are automata which extend DFAs with a form of memory called a
stack. A stack stores symbols. The top symbol can be read and removed (referred to
as popping). Moreover, a string of symbols can be pushed on to the top of the stack.

A pushdown automaton (PDA) is a tuple {(Q,%,T",6, qo, Zo, F') where Q, X, qo,
and F' are as in a DFA. I' is another alphabet called the stack alphabet; Z, is a
special symbol designating an empty stack; § : Q@ x (X U {e}) x ' - P (Q x I'*) is the
transition function. Intuitively, (¢’,7) € 0 (¢, @, b) means that if the PDA reads letter
a while in state ¢; with letter b € I on top of the stack, it can transition into ¢, and
replace b with ~ on top of the stack.!®> The case when v = ¢ captures popping the
top of the stack. In transition diagrams, we will draw an arrow from ¢ to ¢’ labelled
by a,b/.

To define the language accepted by a PDA, we need a bit more notation. A triple
{q,w,~) of a state, word in X, and word in I" will be called an instantaneous descrip-
tion of a PDA. We write (g1, aw, by) m (g2, w,7'y) whenever {g2,7) € 6 (q1,a,b).
We omit the subscript when context allows and write * for the reflexive, transitive

closure of . The language accepted by a PDA M is:
L(M) ={weX*:{q,w,Zy " {q,e,v) for some g€ F and vy € I'*}

A language L is context-free iff L = L (M) for some PDA M.*

4.3.2 Automata Corresponding to Quantifiers

We will now see how these tools can be used to study quantification in natural lan-

guage. Recall that in formal semantics of natural language, the denotations of the

I3The ‘can’ here reflects that the present definition defines nondeterministic PDAs which, unlike in
the finite-state case, are strictly more powerful than their deterministic counterparts, to be discussed
below.

14These languages can equally be characterized as those generated by a context-free grammar.
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determiners ‘every’, ‘at least three’, and ‘most’ in examples (54)-(56) above have been
given as type (1, 1) generalized quantifiers. A type {1,1) generalized quantifier is a
class of finite models of the form (M, A, B) with A, B < M. As we saw, the determin-
ers above have the following denotations, where I am introducing new abbreviations

for the former two:'

V={MAB): Ac B}
>3 = {(M,A,B):|An B| >3}
MosT = {{M, A, B) : |An B| > |A\B|}

Semantic automata theory shows how such denotations can be given corresponding
formal languages and automata accepting these languages. This works as follows.
Under standard assumptions about generalized quantifiers — CONS and EXT — it
follows that (M, A, B) € Q iff (A, A, An B) € @ (recall Lemma 4.1). Now, given an
enumeration @ of A, a word in alphabet {0, 1} corresponding to such a model can be
defined by

0 a;€A\B
1 a;e AnB

(r(d,B)), =

7

The language of Q — denoted L¢ — is then defined as the image of ) under 7; that
is, as the set of all strings that can be generated from models in @ (together with
an enumeration of A) by 7. One can verify that Ly from the previous section is the
language of V in precisely this sense because A € B iff |A\B| = 0 iff #¢ (7 (d, B)) =0

for any enumeration a@. Similarly, we have

Lz, = {w e {0, 1}* #(w) = 3}
Lviosr = {w € {0, 1}" : #; (w) > #o (w)}

Note that the quantifier >3 and its corresponding language are instances of a schema

15Note that I am using the symbol V to denote a type (1,1) generalized quantifier whereas it is
standardly used to denote the type (1) quantifier {{M, A): A = M}. They are, however, intimately
related: the (1,1) one here is the relativization of the normal type (1) quantifier. See §4.4 of Peters
and Westerstahl [2006].
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>, for any n. In particular, >; is the standard denotation for ‘some’ and so will be

denoted 3; the corresponding language is Ly = {w € {0,1}" : #; (w) > 1}.

Example 4.1. Consider a model given as follows: M = B = {a,b,c,d}, A = {a,b,c}
with [student] = A and [attended] = B. Clearly,

(54) Every student attends classes.

will be true in this model with this interpretation, i.e. M € V. For any ordering a,
we have that 7 (@, B) = 111, which is in Ly. The automaton in Figure 4.1 can thus

be seen as a verifier of the truth of sentences of the form ‘Every A is a B’.

Example 4.2. Figure 4.3 shows an automaton accepting L,.

Figure 4.3: The automaton min (Ls,).

Not all quantifiers, however, have regular languages. In other words, some quanti-
fiers have corresponding languages that require more powerful machines — pushdown

automata, for example — to be accepted. The paradigm example is MOST.
Fact 4.1. Lyjosr is not regular.

Lyiosr is, however, context-free. Figure 4.4 depicts a pushdown automaton ac-
cepting that language. The states are labeled for future reference. Intuitively, this
automaton implements a ‘pair-matching’ verification strategy. If it reads a 1 while a
1 is on the stack, it pushes the new 1 on to the stack as well. If, however, a 0 is on the
stack, that 0 is popped off the stack, matching a 1 and a 0. And mutatis mutandis for
reading a 0. If only 1s are left after this process of matching 1s and 0Os, that means
that there were more 1s in the string.

We have now observed that MOST is special in two ways: it is not definable in first-

order logic and has a non-regular language. As it turns out, these two special features
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1,0/¢

0,z/0x 0,1/¢

Figure 4.4: PDA accepting Liost-

are related. Definability of a generalized quantifier in certain logics corresponds to
the type of automaton recognizing its language. The following result characterizes

the first-order definable quantifiers in terms of their corresponding languages.

Theorem 4.5 (van Benthem [1986]). @ is definable in first-order logic iff Lo is

star-free.

Because the star-free languages are a strict subset of the regular languages, one
would like to know which quantifiers have corresponding regular languages. The

following result exactly characterizes them.

Theorem 4.6 (Mostowski [1998]). Lq is reqular iff Q is definable in first-order logic
augmented with all divisibility quantifiers D,, = {{M, A) : |A] is divisible by n}

More characterization results exist. van Benthem [1986] characterizes the quan-
tifiers with corresponding context-free languages in terms of their binary relation
Q°: Lg is context-free if and only if Q° is semi-linear (see the reference for details).
Similarly, Kanazawa [2013| characterizes the quantifiers whose languages are deter-
ministic context-free. See §4.3 of Szymanik [2016] for a more detailed exposition of

these results. In the next section, we discuss the significance of these results.

4.4 Automata and Processing

How exactly does this work on automata relate to questions about processing? On
one hand, the machine representations of quantifiers discussed in the previous section

are inspired directly by the standard model-theoretic meanings assumed in classical
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quantifier theory. On the other hand, the fine structure of these representations
promises a potential bridge to lower level questions about language processing. In

this section we discuss two important dimensions of this connection:

(i) Semantic automata suggest a relatively clean theoretical separation between

semantic competence and performance errors.

(ii) Recent imaging and behavioral experiments have revealed that structural differ-
ences in automata may be predictive of neuroanatomical demands in quantifier

processing.

4.4.1 Explaining Performance Errors

The logical theory of generalized quantifiers is occasionally dismissed as being ir-
relevant to the psychological facts about how people produce and assess quantified
sentences, typically by citing data that suggests human reasoning with quantifiers
does not match the patterns assumed in standard logical analysis. Indeed, experi-
ments reveal people diverge from standard logical prescriptions, not only in reasoning
tasks such as the classical syllogism (see, e.g. Chater and Oaksford [1999]), but even
in simple verification tasks (see, e.g. McMillan et al. [2005] with a similar pattern
in Szymanik and Zajenkowski [2010a]). One could take this to show, or at least to
reinforce the idea, that logical /truth-conditional semantics and the psychology of lan-
guage are best kept separate, with the former studying abstract normative aspects
of meaning and the latter studying the actual mechanisms involved in processing.'6
Yet the normative aspects of meaning, and of quantifier meanings in particular, are
clearly relevant to questions about how people use quantifiers, and vice versa. While
a complete discussion of this issue is beyond the scope of this paper, we would like
to point out that semantic automata have the potential to serve as a natural bridge.
In principle, they allow for a separation between abstract control structure involved
in quantifier verification and innumerable other variables that the framework leaves

underspecified: order of evaluation, predication judgments, domain restriction, and

16Recall the quotation from Lewis [1970] in Footnote 2 above.
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any contextual or practical factors that might affect these and other variables. This
could be viewed as a modest distinction between competence and performance for
quantifier expressions.!”

We might hypothesize that competence with a particular quantifier involves, at
least in part, internalizing the right abstract computational mechanism for verifica-
tion, in particular that given by the appropriate automaton. How precisely verification
is implemented on a given occasion will depend on many factors quite independent
from the meanings of quantifiers: prototype effects, saliency effects, time constraints,

and so on. Consider, for instance, how one might verify or falsify a sentence like (65):
(65) All U.S. presidents have served at least one year in office.

Supposing one does not already know whether this is true or false, but that an answer
must be computed using information stored in memory, one might check famous
presidents like George Washington or Abraham Lincoln first and only then move to
less salient presidents. Alternatively, if one actually knew James Garfield or William
Harrison had served less than a year, such information might be retrieved quickly
without first checking more salient presidents. The subtleties of such strategies are
fascinating, but arguably go beyond the meanings of quantifiers. Indeed, they arise
in tasks and phenomena having nothing to do with quantifiers.

The same can be said for cases where a search is terminated too soon. In ex-
ample (65), a person might think about a few salient examples and conclude that
the sentence is true. For a particular task it may take too long to think about all
forty-four presidents, or it may not be worth the effort, and a quick guess is sufficient.
However, even in such cases, upon being shown a counterexample, a subject will not
insist that the sentence is actually true just because they were unable to identify the
counterexample. It is in that way that people are reasonably attuned to the proper,

“normative” meanings. Ordinary speakers have a good sense for what needs to be

170Qur suggestion is compatible with many interpretations of what this distinction comes to. For
instance, the relatively non-committal interpretation of Smolensky [1988] says competence of a
system or agent is “described by hard constraints” which are violable and hold only in the ideal
limit, with unbounded time, resources, and other enabling conditions. The actual implementational
details are to be given by “soft constraints” at a lower level, which have their own characteristic
effects on performance.
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checked to verify a quantified sentence, even if in practice going through the neces-
sary steps is difficult or infeasible. Semantic automata allow separating out control
structure from the specific algorithm used to implement the procedure.

In terms of the Marr’s famous levels of explanation (Marr [1982]), the standard
model-theoretic semantics of quantification could be seen as a potential computa-
tional, or level 1, theory. Semantic automata offer more detail about processing, but,
as we have just argued, less than one would expect by a full algorithmic story about
processing (level 2), which would include details about order, time, salience, et cetera.
Thus, we might see the semantic automata framework as aimed at level 1.5 explana-
tion,'® in between levels 1 and 2, providing a potential bridge between abstract model

theory and concrete processing details.

4.4.2 Experimental Results

While this separation between competence and performance remains somewhat spec-
ulative, recent experimental work has shown that certain structural features of seman-
tic automata are concretely reflected in the neuroanatomical demands on quantifier
verification. Recall that certain quantifiers can be computed by memoryless finite
state automata whereas others (such as most) require a pushdown automaton which
has a form of memory in its stack data structure. McMillan et al. [2005] used fMRI to
test “the hypothesis that all quantifiers recruit inferior parietal cortex associated with
numerosity, while only higher-order quantifiers recruit prefrontal cortex associated
with executive resources like working memory.” In their study, twelve native English
speakers were presented with 120 grammatically simple sentences using a quantifier
to ask about a color feature of a visual array. The 120 sentences included 20 in-
stances of 6 different quantifiers: three first-order (at least 3, all, some) and three

higher-order (less than half, an odd number of, an even number of). Each subject

18Peacocke [1986] coined the term “level 1.5”, though in a slightly different context. Soames [1984]
independently identified three levels of (psycho)linguistic investigation which appear to (inversely)
correlate with Marr’s three levels. Pietroski et al. [2009] also articulate the idea that verification
procedures for quantifiers (for most, specifically) provide a level 1.5 explanation. Independently,
the idea of level 1.5 explanation has recently gained currency in Bayesian psychology in relation to
rational process models (Griffiths et al. [2015]).
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was first shown the sentence alone on a screen for 10s, then the sentence with a visual
scene for 2500ms, then a blank screen for 7500ms during which they were to assess
whether the sentence accurately portrayed the visual scene.

While behavioral results showed a statistically significant difference in accuracy
between verifying sentences with first-order quantifiers and those with higher-order
quantifiers, more interesting for our present purposes was the fact that activation
in brain regions (dorsolateral prefrontal and inferior frontal cortices) typically linked
with executive functioning such as working memory was found only in processing
higher-order quantifiers. They concluded that the formal difference between the ma-
chines required to compute quantifier languages seems to reflect a physical difference
in neuro-anatomical demands during quantifier comprehension.

This first piece of evidence does not tell the whole story, however. The first-order
vs. higher-order distinction does not map directly on to the distinction between
DFAs and PDAs because of parity quantifiers such as an even number of, which are
computable by cyclic DFAs. Szymanik [2007] observed that McMillan et al. did
not make this distinction and began investigating the demands placed on memory
by parity quantifiers. In a subsequent study by Szymanik and Zajenkowski [2010b],
reaction times were found to be lowest for Aristotelian quantifiers (all , some), higher
for parity (an even number of ), yet higher for cardinals of high rank (at least 8), and
highest for proportionality quantifiers (most). This provides some evidence that the
complexity of the minimal automaton, and not simply the kind of automaton, may
be relevant to questions about processing.!® A subsequent study by Szymanik and
Zajenkowski [2011] showed that proportionality quantifiers place stronger demands on
working memory than parity quantifiers. This result is consistent with the semantic
automata picture, since a PDA computing the relevant parity quantifiers never needs
to push more than one symbol on to the stack.

Finally, it is also relevant that McMillan et al. [2005] found no significant difference
in activation between judgments involving at least 3 where the relevant class had

cardinality near or distant to three. This suggests subject are invoking a precise

19Indeed, a general notion of complexity for automata in the context of language processing would
be useful in this context.
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number sense in such cases. This contrasts with recent studies by Pietroski et al.
[2009] and Lidz et al. [2011], which attempt to distinguish which of several verification
procedures are actually used when processing sentences with most. Although the
present paper shares much in spirit with this project, their protocols show a scene
for only 150 or 200ms, which effectively forces the use of the approzimate number
system.?’ The finding is that in such cases people do not seem to be using a pair-
matching procedure such as that defined above. We conjecture that with more time
the pair-matching algorithm would be used, at least approximately.

The experimental work described in this section has been based solely on au-
tomata defined for monadic quantifiers. In order to carry this project further, and
to understand its potential and its shortcomings as a high-level processing model, we
need to define machines appropriate for more complex quantificational types. In the
next section we take an important first step in this direction, defining languages for
iterations of quantifiers. After defining these languages, we then ask whether certain
classes of languages are closed under iteration: if the languages @)1 and @) are, e.g.,

regular, then is the language of It(Q;, Q) also regular??!

4.5 Iterated Languages

While the framework as described has proven fruitful both logically and empirically,
the above methods can only handle sentences of the form ‘Q A B’. A natural larger
fragment of natural language comes from considering examples like (57) and (58) in
which a quantified noun phrase appears as both subject and object of a transitive
verb. As we saw in Section 4.2.1, these sentences can be given truth-conditions using
an operation called iteration of quantifiers, which takes two type (1,1) quantifiers
and generates a new type (1, 1,2) quantifier.

To extend the semantic automata framework to handle iterated quantifiers, one

20See Dehaene [1997] for the distinction between precise and approximate number systems.

21Szymanik [2010] investigated the computational complexity of polyadic lifts of monadic quanti-
fiers. This approach, however, deals only with Turing machines. Our development can be seen as
investigating the fine structure of machines for computing quantifier meanings.
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must show how to define formal languages corresponding to iterations. Steinert-
Threlkeld and Tcard II1. [2013] take an approach modeled on the previous case: they
define an encoding 7 (&', b, R> for finite models of the form (M, A, B, R) (with respect
to enumerations of A and B) as strings in an alaphabet {0, 1, @}. A slightly different
approach is pursued here: because the quantifier It(Qq, Q2) is ‘built from’ @1 and Qs,
we provide a definition of a language for iterations in terms of two given languages. In
particular, given a language L in some alphabet ¥, define the function oy : {0,1} —
P (S0 {@})") by
l—L-{m} 0—L° {@m}

where L¢ = ¥*\L and @ is a fresh symbol not in ¥. Here, - is concatenation of
languages. For example, L - {@} := {w@ : we L}. Given Ly, Ly < {0,1}", we are

interested in languages of the form
L=o Lo [Ll]

where o7, is extended to a substitution on the whole language L; in the usual way.??
We call this language the iteration of Ly and L, and denote it by L; e Ly. This
language is aptly named: if L; and L, are the languages of type (1, 1) quantifiers Q)
and @, then L, e Ly, will be the language of the iteration of @; and Q.2%*

Example 4.3. We can apply this definition to our example sentence (57):
(57) Every student takes at least three classes.

Observe that
LV ° LZs = {w S (wz@)* : \{wl : #1 (wl) < 3}‘ = 0}

where w; ranges over maximal subwords of w containing only Os and 1s. Consider

*2That is: 0y, (¢) = ¢, oL, (aw) = or, (a) o, (w) and op, [L1] = Uyer, 0L, ().

2Gee Steinert-Threlkeld and Icard II1. [2013] and references therein. The present definition of
iteration can be seen as a more concise representation of their Definition 8.

24Szymanik et al. [2013] contains a preliminary experiment looking at processing consequences of
semantic automata for iterated quantifiers.
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the following model and interpretation (where the s; are the students, the ¢; are the

classes, and a v’ means that (s;, ¢;) € [take]):

Ci Cy C3 (4

S1 v v v Y
S9 v v v
s3 vV v

The encoding from Steinert-Threlkeld and Icard III. [2013]| will generate the string
1111 @ 1011 @ 1101@ which is in Ly e L>,. This is at it should be: every student does

take at least three classes.

Now that we have shown how to define formal languages for iterations of quan-
tifiers, we can now turn to the study of automata accepting these languages. As in
the case with simple semantic automata, a natural questions concerns stratification of
these languages: which iterations have regular languages and which require the jump
to context-free? In the context of iterations, this can be transformed into a closure
question: if L; and Ly are both regular (resp. context-free), is L; e Lo also regular
(resp. context-free)?

In addition to asking this closure question, we can use iterated languages and
automata to address a question from pure generalized quantifier theory raised in
Section 4.2.2: is the Frege Boundary deciable? In the context of iterated languages,
this question becomes: given a language L < {0,1,@}", is it decidable whether there
are two languages L1, L, < {0,1}" such that L = L, e Ly?

We first address all of these questions in the case of regular languages, in Sec-
tion 4.6. We will prove the closure of the regular and star-free and languages under
iteration and define automata for iterated languages in order to establish the state-
complexity of iteration. After that, we answer the decidability question for regular
languages in the affirmative. Then, in Section 4.7, we look at semantic automata
for and iteration of context-free and deterministic context-free languages. These lan-

guages are needed for sentences like (56) and (58) with proportional quantifiers.
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4.6 Iterated Regular Languages

4.6.1 Closure

Fact 4.2. The regular languages are closed under iteration. In other words, if L; and

Ly are regular, then L, e L, is regular.

Proof. This follows immediately from the closure of the regular languages under com-

plement and substitution. O

The proof for star-free langauges will have to be more complex because this class of
languages is not closed under substitution in general. As an example, let > = {1} and
consider L; = {1}*, Ly = {11} and o (1) = L. Then o [L;] = {w | #; (w) is even},

which we have seen is quintessentially not star-free.
Proposition 4.1. The star-free languages are closed under iteration.

Proof. Let p1(Py, P1) and @o(Py, Py) be first-order sentences defining L; and Lo (see
Theorem 4.4). We will use the B symbol, with its corresponding predicate Py to
convert predications in ¢; into quantifications over words in {0,1}*. We need the

following string of defined symbols:

prev (x;) = xp = (v < x; AV (1 < x5 — 2 < T3))
v (2 = x5 A -3 (2 < x5))
next (z;) = xy, := (v; < o AV, (x; < x; = x5 < ;7))
v (zp = z; A —3x (25 < 7))
Start (x;) := prev (x;) = z; v Pg (prev (z;))
End (z;) := next (z;) = z; v Pg (next (z;))
Word (z;, x) := x; < x), A Start () A End (xx) A

Vo, (z; < z; < ), — —Pg (2;))

Inspection of these definitions shows that w, g |= Word (z, 2, iff the subword wy(,) - -

is a maximal sub-word of w containing only Os and 1s.

" Wy(ay)
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Given a formula ¢, we denote by ¢l*»#i] the formula obtained by gaurding all

quantifiers in ¢ over x with z; < z < x;. We will now define a translation
7 : Form({0,1}) x Form({0,1}) — Form({0, 1, @})

In the definition below, we stipulate that if ¢ # j, then i) # ji for k € {1,2}.

N —

8

S

=

8

o

N
—

[t’s easy to see that if p; and ¢y are sentences, then so too is 7 (1, ).

Claim 4.1. Let ¢y, s € Sent ({0,1}). Then

Leorg) = Ly o L

1,$2) 2

Proof. Put ¢ in prenex normal form and generate 7 (¢1,@2) ‘from the outside in’.
Quantifiers over positions in words in L, are converted into quantifiers over maximal
subwords in {0,1}*. The translation of < ensures that the order of the subwords
reflects the order of the characters. The translation of P, and P; ensure that Os are
replaced by words in L, and 1s by words in Lg,. But that is just the definition of
L, eLg,. [l

By Theorem 4.4, this shows that L, e Ly is star-free. O

Example 4.4. ¢y := Vo P, (z) defines Ly and 3 := 3z P, (z) defines L. We have
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that

T (v, 3) = Vo1Vae (Word (21, 22) — 7 (Pi(x), 1))
— V$1V$2 (WOI"CI ([L‘l’ l‘g) _ (pgxth]

= Va1 Vg (Word (21, 22) — Jz (21 < < 29 A Py (7))

which clearly defines Ly e L3.

4.6.2 State Complexity

The state complexity of a (binary) operation O on regular languages is the number
of states sufficient and necessary in the worst case for a DFA M to accept O(L, L»)
given DFAs M; and M for the languages L1 and Lo; see Yu et al. [1994], Cui et al.
[2012]. In our case, this requires knowing how to build an automaton for an iterated
language out of automata for the two given languages. To rule out certain edge cases

(see Example 4.5 below), we need one helper definition.

Definition 4.4. We will define the one-step unraveling of M, denoted M*. If § (qo, ¢) #
qo for all ¢ € ¥, then M™ = M. Otherwise:

* Q" ={}vQ(M)
® gy =
{x} if sgn(M) =1

o [T =F(M)u
&5 otherwise

e 0T =0(M)u{{x¢,q) | {q,c q)ed (M)}

Essentially, if the start state has any loops, we unwind those loops by one step.

It’s easy to verify that the above definition does not change the language accepted.

Lemma 4.2. L (M) = L (M)
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We are now in a position to define an automaton for the iteration of two languages.
First, we intuitively describe how it works. Let M; and My be DFAs for the two
languages. By the definition of iteration, we want to replace 1 transitions in M; by
accepting runs of My. We do this as follows: at each state of My, we attach a copy of
M; and remove all 0 and 1 transitions from M;. Now, any time M; would have made
a 1 transition from ¢ to ¢, we add a B transition from all of the accepting states of
the ¢ copy of MJ to the start state of the ¢’ copy of M3 . This works because reading
a @ while in an accepting state of M7 means the previous subword is done and has
been accepted, corresponding to a 1 in My; the machine then goes to the start state of
the ¢’ copy of My to begin processing the next subword. Similarly, 0 transitions in M;
are replaced by @ transitions from rejecting states of the relevant copy of M. These
intuitions are made precise in the following definition, after which some examples are

given.

Definition 4.5 (Iteration Automaton). Let My and My be DFAs in alphabet {0, 1}.
We define the iteration of My and My, denoted It(My, My) as follows:

e ¥ ={0,1,E}

Q=Q M) xQ (M)

® (o = <CJ0 (Ml) » 4o (M;)>
o ['= F(Ml) X {qO (M;)}
e Transition function:?

6 ={{a,q1),¢,{q,q2)) | 4 € Q (My) and {q1,¢,q2) € § (M3)} U (1)
{1, @), ®,{q2, 90 (M3))) | {q1,58n(q,MJ ), g2) € 6 (My) } (2)

25This definition can be re-written in more traditional function notation:

{q1,6 (M3) (g2,¢0)) ce {0,1}

5 ({q1,92),¢) = {<5 (My) (qhsgn (q, M;)) » 4o (M;)> c=0

Some readers may find this definition easier to comprehend.
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Example 4.5. Figure 4.5 shows the minimal automata for Ly, L3, Figure 4.6 shows
It (M3, My), and Figure 4.7 shows It (My, M3). The states are labelled to enhance
readability; the pair (a,b) is abbreviated ab.

Both iteration machines illustrate the need to use one-step unraveling. In the ma-
chine It (M3, My) (Figure 4.6), if My were not unraveled, the word 111@11, which does
not end in @, would be accepted. Similarly, if M3 were not unraveled in It (My, M3),

then 0* < L (It (My, M3)), which we want to prevent.

0 0 0
1 (a) 1 (b) 1

Figure 4.5: The minimal automaton for (a) Ly, (b) Ls.

0,1

Figure 4.6: The automaton It (min (L3), min (Ly)).

Fact 4.3. ||t(M1,M2>| = |M1| . |M;|< |M1| : |M2 + 1|
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Figure 4.7: The automaton It (min (Ly), min (L3)).

Proposition 4.2. L (It(M{,M,)) = L (M;) e L (M,)

Proof. For simplicity, in this proof we write L; and Ly for L (M;) and L (M,) and It
for It (My, My).

2: Write L} = {w € {0,1}" | w € L;}. We show by induction on n that L} e Ly <
L (It) for all n.

The base case is n = 0. We have that LY is either ¢f or {¢}. The former case is
trivial. For the latter case, we have that LY = {e} iff sgn (M;) = 1iff gy (My) € F (M;).
By the definition of the iteration automaton, this holds iff ¢, (It) € F (It) iff € € L (It).
Since LY o Ly = {e} iff LY = {¢}, this completes the base case.

Now, suppose that L7 e Ly € L (It) and let w € L?"" o L,. This means that there
is a word w' = ay...a,41 € Ly and w; € {0,1}" such that w = w; @ ... w, 1B with
w; € Ly iff a; = 1.

By clause (2) of the definition of ¢ (It), the run on wy @ ... w,E ends in a state
(g, g0 (MJ)). By our inductive hypothesis, this state is in F (It) iff a; ... a, € L;. Now,
we have that w1 € Lo iff a,.1 = 1. Moreover, by clause (1) of the definition of § (It)
and Lemma 4.2, reading w, 1 will lead to a state (g, ¢o) such that sgn (qg, M;) = 1iff
Wp11 € Lo. In other words, sgn (qQ, M;) = a,41. Since, by assumption, aj ...a,41 €
Ly, we know that {q, a,.1,q1) € 6 (My) for some ¢; € F'(M;). Then clause (2) of the
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definition of ¢ (It) yields a transition ({g, ¢2), ®,{q1,qo (M3 ))). This latter state, by
definition, is in F'(It), so w € L (It), as desired.

This completes the induction. Now, w € L; e Ly iff w € L7 o Ly for some n, whence
it follows that L, e Ly < L (It).

c: The definitions of iteration automaton and one-step unraveling ensure that It
accepts only words of the form (w;@)* where w; € {0,1}*. By reasoning similar to

the previous direction, we have that

{ar,q0 (M3)), wiE, (g2, 90 (M3))) € 0% (It) = (g1, Xz, (wi) , g2 € 6 (My)

where 0* is as defined in Section 4.3.1. Combined with the definition of F'(It), this
shows that w e L (It) = w e Ly o L. O

Inspection of the definition above shows that if M; and My are counter-free (and
thus accept star-free languages), then so too is the iterated machine. This provides
an alternative proof of Proposition 4.1.

The above proposition and fact show that given DFAs with m and n states, there
is a DFA with m - (n + 1) states which accepts the iteration of the languages of
the given DFAs. Moreover, this number of states is necessary in the worst case.
The following fact can be verified using standard techniques from automata theory
(e.g. by counting the number of equivalence classes of the Myhill-Nerode equivalence

relation). It provides an exact characterization of the state complexity of iteration.

Proposition 4.3. The minimal automaton accepting Ly, ® L,y has m - (n + 1)
states, where the minimal automata accepting Ly, and L>,_; have m and n states

respectively.

Theorem 4.7. [teration has state complexity m - (n + 1).

4.6.3 Decidability of the Frege Boundary

We now pursue the language-theoretic version of the question whether the Frege

Boundary is decidable: given a language L < {0,1,@}", is it decidable whether or
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not there are languages L, and Ly such that L = L; e Ly? We start with the case

where the languages in question are regular.

Theorem 4.8 (Decidability). Let L < {0,1,@}" be a reqular language. Then it is
decidable whether there are reqular languages Ly, Ly < {0, 1}* such that L = Ly e Ly.

The proof works as follows: first, a case distinction is made between L having a
certain ‘uniformity’ property or not. It is shown to be decidable which case obtains.
Then, in each case, languages L; and L, are extracted such that L is an iteration if
and only if it is the iteration of L; and Lo. All of the methods used for extraction are

effective and language equality is decidable, so this suffices to prove the main result.?%

Proof. Let L < {0,1,@}" be a regular language. Write S, := ({0, 1}" IE)" and S, :=
({o,1}" @)*. There are two cases:

Vn=>1l,wwesS, welLswel (4.1)

In=1lwwesS, welLandw ¢L (4.2)

First, we can decide which case holds. Let i : {0,1,@} — {0,1,@}" be the string

homomorphism given by

h(0) = k(1) =¢
h(@) = 0E

It is clear that (1) holds iff L n S, = h™'(L) n Ss. Because automata for intersection
and inverse homormosphism can be effectively constructed and language equality is
decidable, we can check the right-hand side of this equivalence.
If (1) holds, we proceed as follows. Define the homomorphism ¢ : {0,1} —
{0,1,@}" by
9(0) = ¢(1) = 0=

261 am thankful to Makoto Kanazawa for suggesting this particular proof.
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and let

Li=g (L)
Ly=¢

It is clear that L; and Ly are regular and that L n S, = L, @ Ly. Thus, L is an
iteration of two regular languages iff L = L n S,. This can easily be decided.

If (2) holds, there are words wy, ..., w,,w},...,w, € {0,1}* such that

w = wi B - w,E

w' =w| 8- w,@
with w € L and w’ ¢ L. Then there must be an i € {1,...,n} s.t.

wy @ wi Bw; Bw,, B - w,B €L

w B wim Bw 8w, 8 --w,B ¢ L
Let f:{0,1} — {0,1,@}" be the string homomorphism
f(0) = wiE
w; (@
and

Ly = f'(L)
Ly={ve{0,1} w1 @ w1 BvEw,, @ w,@cL}
It is clear that L; and Ly are regular.
Now, L is an iteration L} e L} iff L = L;e L. To see this, suppose that L = L] e L.

The condition (4.3) implies that xr; (w;) # xr, (w;) and that

wi @ wi BoBwy, B--w,B e Liff xp (v) = xp (w;)
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Here again there are two cases. (i) xz, (wi) = 1 and xg; (w;) = 0. Then Lj = L,
and Li = Ly. (i) xz, (w;) = 0 and ypy (wj) = 1. Then Ly = {0,1}*\L, and
L} = k(Ly) where k is the homomorphism £(0) = 1 and k(1) = 0. It’s easy to see
that L) e L, = Ly e Ly.

All that remains is to show that automata for L; and L, can be found effectively.
There must be wy, ..., wy, w}, ..., w, € {0,1}" satisfying (4.3). We can find these by
brute-force search (since membership in L is decidable). With these strings in hand,

automata for L; and L, can be obtained by the usual constructions. O

4.7 Beyond Regular

We now look at the closure and decidability questions for classes of languages beyond
the regular languages. First, we look at the context-free languages. Because these
lack many of the nice properties of the regular languages, most of the results do not
carry over. Therefore, we then turn to a natural and more well-behaved sub-class:
the deterministic context-free languages. We will prove that this class of languages
is closed under iteration and that it is decidable whether a given such language is an

1teration.

4.7.1 Context-Free Languages

The closure under iteration result does not immediately extend to context-free lan-
guages because these languages are not closed under complement. But certain sub-
classes are. For instance, the permutation-closed languages on a two-letter alphabet

are:

Theorem 4.9 (van Benthem [1986]). The permutation-closed context-free languages

on a two-letter alphabet are closed under complement.

We cannot conclude from this, however, that these languages are closed under
iteration since, in general, an iterated language will not be closed under permutations.

Nevertheless, we get a ‘semi-closure’ result:?”

2TTheorem 6 of Steinert-Threlkeld and Icard IIL. [2013] states this result as a full closure result
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Proposition 4.4. If Ly and Lo are permutation-closed context-free languages in a

two-letter alphabet, then L, e Ly is context-free.

Proof. Immediate from Theorem 4.9 and the closure of context-free languages under
substitution. O

The main obstacle to using the strategy in Section 4.6.3 to try and prove the
decidability of iteration for context-free languages is that language equality is unde-
cidable. Several steps in the proof of Theorem 4.8 depended on the fact that language

equality is decidable for regular languages. This leads us to conjecture:

Conjecture 4.1. It is undecidable whether a given context-free language L < {0, 1, @}"

is an iteration of two context-free languages in alphabet {0, 1}.

4.7.2 Deterministic Context-Free Languages

Some hope, however, comes from finding a large subclass of the context-free languages
for which equality is decidable. One such class is the deterministic context-free lan-
guages; these are the languages accepted by deterministic pushdown automata, which
are those having at most one choice at every machine configuration in a sense to be
made precise below. It is famously known that language equality is decidable for
deterministic context-free langauges (Sénizergues [1997, 2001, 2002]). In this section,
we will introduce these languages and then extend both the closure and decidability
results to them.
A deterministic pushdown automaton (DPDA) is a PDA such that:

o forevery ge Q and be I, if § (¢,e,b) # J, then 6 (q,a,b) = J for every a € X

o forevery ge Q,aeX u{e},and beT, |0 (q,a,b)| < 1.

for context-free languages. This is because in that paper, the authors assumed — in addition to
conservativity and extension — the isomorphism closure of quantifiers, which has the result that all
of the languages discussed were permutation-closed. While this assumption is often made, natural
language determiners like ‘the first five’ and ‘every other’ seem to be counterexamples.
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These two constraints have the effect that at most one transition can occur at any
instantaneous description of the DPDA.?® A language L is deterministic context-free
iff L = L (M) for some DPDA M. Note that the PDA in Figure 4.4 is in fact a DPDA,
80 Lyiosr 1s in fact deterministic context-free. Another example is given below. For a
complete characterization of the generalized quantifiers with languages accepted by
DPDAs, see Kanazawa [2013].

Example 4.6. The language Lx13 = {w e {0,1}" : #1 (w) = & (#1 (w) + #0o (w))},
which can be used to verify the truth of sentences like (66), is deterministic context-

free.
(66) At least one third of the students are happy.

A DPDA accepting the language is given in Figure 4.8. The states are labeled for

future reference.

0,1/ 0,x/0x
e, x/lx 0, Zo/Zo 1,0/e

g, ZO/ZO

Figure 4.8: A DPDA accepting L~ /3.

4.7.3 Closure for DCFLs

Importantly, the deterministic context-free languages are in fact closed under comple-
ment; see, e.g., Theorem 10.1 on p. 238 of Hopcroft and Ullman [1979]. Unfortunately,

however, closure under iteration does not follow immediately since these languages

28 As presently defined, a DPDA may not read the entire input. However, for every DPDA M,
there is another DPDA M’ that does read the entire input such that L (M) = L (M’). See Lemma
10.3 (p. 236) of Hopcroft and Ullman [1979]. Because of this, in what follows we will assume that
all DPDAs read the entire input.
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are not closed under substitution. However, as in the star-free case, we can use the
separator @ to prove closure under iteration. We first offer a proof of closure un-
der complement since some intermediate steps will be useful in defining a DPDA for
iteration.

As a first step, we will define a DPDA that keeps track of whether or not a given
DPDA has entered a final state since reading the last input symbol. This helps
in distinguishing acceptance from rejection because a DPDA may make e-transitions
through both accepting and rejecting states after reading an input symbol. The states
of the new DPDA will have a second component: 0, 1, or 2. A 0 will mean that the
machine has not entered an accepting state since the last input, while a 1 means that

it has entered an accepting state.

Definition 4.6. Given a DPDA M, define the tracking extension of M — denoted M?

~ as follows:
e Q=Q(M)x{0,1,2)
o ¥ =%(M)
o I'=T'(M)

e Transition function:

«a,0),,b,{(¢;sgn (¢, M)),v)
(g, 0),¢,b,{q:2),b)

g, 1), a,b,{q sgn (¢, M)), 7> :{q,a,b,¢',v) € d (M) forae X

«g:2),a,b,{¢,sen (¢, M)), )

5 :{ {g;1),6,0,{q',1),7) :<q787b’q,ﬁ>€5(M)} g

® qo = {qo,sgn (M))
o ['={{q,1):qeQ (M)}

Lemma 4.3. L (M?) = L (M)
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Theorem 4.10. The deterministic context-free languages are closed under comple-

ment.

Proof. Given L, let M be a DPDA such that L = L (M). Consider the automaton M¢

constructed as follows: M¢ is just like MT except that

F(M%) = {2 :qeQ M)}

Clearly, M¢ is a DPDA. The accepting states of M¢ are those ending in a 2. Note that
these are only entered from states ending in a 0 by an e-transition. But a state ending
in a 0 encodes that the machine has not entered an accepting state since reading the
last input. The reader can use these ideas to show that L (M¢) = L€ or consult p.
239 of Hopcroft and Ullman [1979] for details. O

This proof shows that membership in L versus L¢ is fully encoded by the second
component of states of M?. This allows us to prove the following proposition — a
light generalization of Lemma 6.1.1 of McWhirter [2014] — which will be crucial in

proving closure under iteration.

Proposition 4.5. Given a DPDA M, there is another DPDA M® with ¥ (M®) =
Y (M) u{@} and unique states quee and e such that for any v with v, ¢ I' (M)

o (g0, wE, V) H* {Gaces €,7) iff we L(M)
o {qo,wE, V) F* {qpejr €,77) iff w ¢ L (M)

Proof. M® will be just like M7 but with two new states gacc and gye; and the following

modification to the transition function:

5 (M%) =a (M)
U {{q,@,D, Gace, by : g € F (MT) and be T' (M)}
v {{q, 3, b, Grej, by : g€ F (M) and be ' (M)}
U {{qgi,e,b,qi,e) 1 i € {acc,rej} and be ' (M)}
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In other words: upon reading @, the machine transitions to g or grej according to
whether the machine has entered an accepting state since the last input or not and
then empties the stack of all contents from I' (M). This clearly implements the desired
behavior. O

We are now in position to define a DPDA for the iteration of two others. As
before, we want to replace 1 transitions from M; with accepting runs from M, (and
mutatis mutandis for 0 transitions and rejecting runs). By Proposition 4.5, we know
that an accepting run of My corresponds to a run ending in g,.. without altering the
stack in M3. So we do the following: we have a copy both of M; and of M5. All
e-transitions in M; are left intact. When M; is about to read a 1 in state ¢, it does
the following: it takes an e-transition to the start state of My while pushing a ¢ on to
the stack. This has two effects: the ¢ both ‘insulates’ M;’s use of the stack from M5’s
and also tells the latter machine which state M; was previously in. Now, when MY
gets 1o @acc, it sees the ¢ on the stack and transitions to a new state named a, while
popping the g. This has the effect of ‘lifting the lid’ off of M;’s stack. The state q,
then makes an e-transition to the state that M; would have transitioned on reading a
1 in ¢ while also making the appropriate stack manipulations. The 0 transitions are
treated similarly, but with ¢.; and other new states r,. The following definition and
lemma make this all precise. An example demonstrating the construction is given at

the end of the section.

Definition 4.7 (Iteration of DPDAs). Let M; and My be DPDAs in alphabet {0, 1}.
We define the iteration of My and My, denoted It (M1, My) as follows:

* Q=0QM)uQ(M3)u{agr,:qeQ (M)}
e ¥ ={0,1,E}

e I'=TM;)ul'(My) uQ (M)
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e Transition function:

6 =0(Mg)u{{qg.e,b,q.7):{q:€,b,¢',7v) € d (M)}
U {{g,€,b,q0 (M2) ,qb) : {q,a,b,q',v) € § (My) for some a € {0, 1}}

{<qacc, £,4,aq,€)
U

: <Qa 17 ba qla 7> €90 (Ml)}
{ag,&,0,4,7)

Qrej, €,4,T¢, €
U {< v >r<q,0,b,q',7>€5(l\/|1)}
<TQ7€7 vavry>
® qo = qo (M)
[ F = F(Ml)

When context allows, It (M, My) will be abbreviated as It.

Lemma 4.4. Let M; and M, be as in Definition 4.7.

(1) If {q, 1w, ) -m, (¢, w,~B), then

(wB W, z8) i (¢, w',vB) iff we L(M,)

(2) It {q, 0w, z) Fm, {¢',w,7[3), then

<Q7 w [a] U),, LL’B> l_;i <q/7w/?75> iff w ¢ L (MQ)

Proof. We only show (1), since (2) is completely analogous. Suppose {(q, 1w, z/3) F-m,
(G, w,vB), i.e. {(q,a,z,q,~v)€ §(My). First, in a configuration (¢, w B w’, /), It will
take an e-transition to qq (MQ@) while pushing a ¢ on to the stack. By Proposition 4.5,

{go (MS) ,wB W', qz3) t; {Gace, W', gz B)

iff w e L (Msy). Then, from guc., It will make an e-transition to a, while popping the
q off the top of the stack. It will then make an e-transition to ¢’ while replacing x by
~ on top of the stack. O]
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Theorem 4.11. It (Ml, Mg) 1s a DPDA with L (It (Ml, MQ)) =L (Ml) ol (Mg) ThUS,

the deterministic context-free languages are closed under iteration.?”

Proof. That It is a DPDA can be seen from inspection of Definition 4.7. e-transitions
in My are left in-tact, while 0 and 1 transitions are replaced by e-transitions to gy (Ms),
which preserves determinism. Transitions into and out of the new states a, and r,
are also deterministic.

That L (It) = L (M;) e L (My) follows from repeated application of Lemma 4.4 and
the observation that the only paths to accepting states which are not g (It) must

process an input of the form w@ for w € {0,1}". O

Example 4.7. Figure 4.9 depicts the automaton It (Mmost, le/g). Note that the
DPDA could be pruned: the states d1, b0, a0, b2, a2, and d2 are not reachable. They

have been included to illustrate Definition 4.7 exactly.

4.7.4 Decidability for DCFLs

Theorem 4.12. [t is decidable whether a given deterministic context-free language

L c{0,1,@}" is an iteration.

Proof. As noted earlier, language equality for DCFLs is decidable. Moreover, the
DCFLs are effectively closed under inverse homomorphism and intersection with a
regular language. Because Sy, as defined in Theorem 4.8, is regular, the proof of

Theorem 4.8 carries over to the DCFL case unchanged. O]

4.8 Conclusion

This chapter has covered a lot of ground, which I will briefly summarize. First, after
presenting an introduction to and overview of generalized quantifier theory and the
semantic automata framework, it suggested that semantic automata can be seen as

providing “level 1.5” explanations, capturing features of semantic competence related

29McWhirter [2014] has obtained this result independently. My exposition of this result has
improved greatly from reading her work.
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Figure 4.9: The DPDA It (Myost, M>1/3).
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to control structure and resource demands. Next, the first extension of the theoretical
framework was made. Namely, formal languages for iterations of quantifiers were
defined, expanding the domain of applicability of the framework. This answers one
version of the question of what compositionality amounts to from an algorithmic
perspective.

We then showed that the star-free languages, the regular languages, and the deter-
ministic context-free languages are closed under this operation, showing that iteration
— a form of composition — alone does not introduce a fundamentally new degree of
complexity in this framework, at least when complexity is measured by levels in the
Chomsky hierarchy. Thus, we have partially answered the question of whether com-
position itself increases the computational complexity of certain linguistic tasks by
demonstrating a case in which it does not.

We also used the semantic automata framework to address a question in pure
generalized quantifier theory: is the Frege Boundary decidable? For two important
special cases — when the property of binary relations has a corresponding regular or
deterministic context-free language — we answered in the affirmative. This shows that
considering compositionality from an algorithmic perspective also has the power to
shed light on more ‘traditional’ questions that arise in the course of compositional
semantic theorizing.

Many avenues for future research remain open, both on the theoretical and the
experimental side. On the theoretical side, a first goal would be to tackle Con-
jecture 4.1: that the Frege Boundary is undecidable for context-free languages. One
would also like to provide a characterization of the Frege Boundary in purely language-
or automata-theoretic terms. A more natural setting for that pursuit may be the so-
called ‘picture languages’, which are binary matrices (instead of words) of alphabet
symbols.?® Another avenue concerns extending the procedural perspective on meaning
embodied in the automata framework to other domains of natural language besides
quantifiers. As an example, the superlative morpheme -est has a natural procedural

interpretation: search the relevant set of entitites, holding in memory the tallest yet

30See Giammarresi and Restivo [1997] for details.
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seen, until all have been scanned.?!

On the experimental side, one would like to generate concrete empirical predic-
tions from semantic automata for iterated quantifiers. Szymanik et al. [2013] present
a preliminary study in which it’s shown that It (SOME, EVERY) uses more working
memory and cognitive control than It (EVERY, SOME). Stronger bridge principles
from iterated automata to performance in sentence verification need to be made in
order to generate this prediction. Most generally, we hope to pursue the development
of a uniform measure of complexity that cuts across the finite-state/pushdown au-
tomata distinction but that correlates with memory and other cognitive demands in
sentence verification.

A final avenue that bridges both of these sides concerns the encoding function
7 (+) which is used to generate formal languages from quantifier meanings (classes of
models). Following the literature, we have studied a particular — admittedly natural —
choice for this encoding. From the psychological perspective, however, this represents
how a visual scene is encoded by a language user. Moreover, on which side of the
regular /context-free language divide a quantifier falls can depend on this encoding.
Steinert-Threlkeld et al. [2015] develop this thought more thoroughly and provide
initial experimental support for the dependence of memory demands in verification
on the method of encoding.®?> A full exploration of the theoretical and experimental

consequences of different encodings promises to be fruitful.

31Gee van Benthem [1986] and Suppes [1980, 1982] for some suggestive remarks. Note that van
Benthem [1987], §7, endorses the pursuit of procedural semantics primarily for functional vocabulary
like quantifiers and the superlative morpheme, while Suppes [1980] wants to extend the approach
to include content words like adjectives and nouns. Although an argument lies beyond the present
scope, I am inclined to endorse van Benthem’s restriction because I believe it avoids objections of
an anti-verificationist style.

32See §8.2 of van Benthem [1987] for other motivation.



Chapter 5
Conclusion

This dissertation has not advanced one thesis, but rather has attempted to show the
fruitfulness of a change in perspective on the topic of compositionality. In partic-
ular, in the Introduction I suggested that moving from viewing compositionality as
a property of symbolic systems, which naturally leads to asking status questions, to
viewing it as a procedural ability at play in concrete linguistic episodes allows new
and exciting questions to be asked. Moreover, providing answers to these questions
has required a wide variety of different methodologies. Having a larger toolbox with
which to address compositionality can only be a positive development.

The new questions asked occur at successively more local levels of scale. At the
level of our species, Chapter 2 asked why human languages, but not other animal
communication systems, are compositional. This question was addressed by enrich-
ing the signaling game framework — which had already been fruitfully applied to
the evolution of lexical meaning — with simple forms of compositional signaling. In
particular, I compared the ease of learning non-compositional and compositional sig-
naling systems using a form of reinforcement learning known to be implemented by
dopamine pathways in primate brains. The results showed that compositional lan-
guages are easier to learn, but only when the agents have to talk about many different
things. This simulation work thus identifies one possible evolutionary pressure which
may have caused language to become compositional: the need to talk about many

different topics.
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At the level of conversational dynamics, Chapter 3 asked what role composition-
ality plays in the theory of communication. In particular, the fact that assertoric
contents do not compose like semantic values do and the desire to treat certain bits
of language as (merely) expressive have caused a gap to grow between compositional
semantics and the theory of assertion. In the chapter, I identified a new form of
expressivism — pragmatic expressivism — and argued for a new principle — the Non-
Disjunctive Expressive Principle — which shows how compositional semantics should
fit with an expressive theory of communication. Moreover, I showed that this Principle
has real consequences for compositional semantics. The most well-developed prag-
matic expressivism — Seth Yalcin’s about epistemic modals — systematically violates
the Principle. I then developed a new theory based on assertability and deniability
which provably satisfies it. This dialectic thus shows that constraints from how com-
positional semantics must fit into the theory of assertion can have real consequences
for semantic theory itself.

Finally, at the level of an individual language user, Chapter 4 asked about the
algorithmic meaning of compositionality and whether it increases the computational
complexity of certain linguistic tasks. These questions were asked in the context of
quantifier sentence verification, where the semantic automata model had previously
been developed and shown to capture important properties of the cognitive demands
of the task. Providing definitions for languages and automata for sentences with it-
erated quantifiers (where quantifiers are both subject and object of a transitive verb)
provides one algorithmic implementation of a semantic composition operation. To ad-
dress the question about whether composition itself increases complexity, it was shown
that several important classes of languages (star-free, regular, deterministic context-
free) are in fact closed under the operation of iteration. This demonstrates that —
using position in the Chomsky hierarchy of languages as a measure of complexity —
composition itself need not increase the complexity of the verification task. Moreover,
we were also able to use automata for iteration of quantifiers to answer the ques-
tion of whether the Frege Boundary — which demarcates iterated from non-iterated
quantifiers — is in fact decidable. This represents an application of the algorithmic

perspective on compositionality to a question arising at the purely truth-conditional
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level.

In some ways, then, the proof has been in the pudding: the change in perspective
about compositionality has allowed new questions to be asked and many lessons to
be drawn from the attempts to answer them. Moreover, along the way, I identified
much more work to tackle on each of the questions. And yet more new questions
about compositionality are sure to arise. To that end, this dissertation can also
stand as a rallying call, urging others to start pursuing questions of their own about

compositionality from a procedural perspective.



Appendix A

Proof of Non-Disjunctive Property

Expression Theorem

We prove Theorem 3.1, restated below.

Theorem. For every sentence ¢ in the language, there is an attitudinal state type
description 0, — a conjunction of beliefs and abeliefs — such that ba ., - ¢ if and only
if we [0,].

We start with some important equivalence facts. Recall that two sentences ¢ and
1 are assertorically equivalent just in case they are assertable relative to the exact

same information states.

Proposition A.1. (1) O(w AQQIA...A ngn) is assertorically equivalent to <>(¢ A
1A A Pp)

(2) = (b A Op1 A ... A Qpy) is assertorically equivalent to — (Y A @1 A ... A op)

(3) If ' and ¥? are both O-free, then:

(2/11 AL A L /\<><p71n) v (1p2/\<>gof/\ ...Angi)
15 assertorically equivalent to
(1[11\/7,02)AO(@Z)l/\go})/\.../\()(@Z)lAgp}n)AO(@/PAgpf)/\.../\O(@bQAgpi)
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Proof. In each case, let s be an arbitrary information state.

(1) s -0 (W ADpr Ao AUy, iff {w} IF Y A Qpr A - A Othy, for some w € s.
Because {w} I Q¢ iff {w} I ¢ for any w, it follows that {w} - ¥ A1 A+ A pp,

as desired.

(2) sl = (¢ A Q@1 A -+ A Qpy) iff the conjunction is deniable at s, which holds
iff there are sg,---,s, such that s = Uosz‘sn s; such that sy -4l ¥ and s; i

Ow;. This last conjunct holds iff s; H| ¢;, from whence it then follows that
SH Y AP A AP

(3) Let o', % be O-free. s - (V1 A Qpl Ao A ORL) v (V% A QP2 AL A QP2) iff
there are s, s, such that s = 51 Usy, 51 |- ¢!, 81 I O}, 8o I- 9%, and sy - <><p§.
Using the fact (40) that assertability for ¢-free formulas amounts to assertability
at all singletons, we have that s; |- O (¢! A o)) and sy |- O (@/}2 A gojz) These, in
turn hold iff the corresponding formula are assertable at s itself. We thus have
that s |- ' v ¢? and that s |- O (¢! A ¢}) and s |- O (¢¥? A ¢?), as needed. O

In the following, we will make use of an equivalence fact from the main chapter,

reproduced here:
(41) BaQ is assertorically equivalent to —B4—

Lemma A.1. Let ¢ be a sentence in the assertability language. Then there exist

sentences 3, ay, ..., a, (for some n > 0) such that:
e 3, aq, ..., o, contain no occurrences of O,
e ¢ is assertorically equivalent to A Qag A ... A Qay,

Proof. By induction on the complexity of formulae. The non-trivial cases (taking the
assumption that ¢ is assertorically equivalent to 5 A Qaq A ... A Qay, as the induction

hypothesis):

e —y: using Fact (2) of Proposition A.1, we conclude that —¢ is assertorically

equivalent to = (8 A a1 A ... A ).
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® () v o assume that ¢, is assertorically equivalent to 8 A Qat A ... A Oal,
and that ¢, is assertorically equivalent to 5% A Oaf A ... A Qa?. Now use Fact

(3) of Proposition A.1.

e Oy: Fact (1) of Proposition A.1 shows that this is assertorically equivalent to

QB AaL Ao A ay).

o B,p: first, note the following: s I Bap iff ba, I ¢ for every w € s, iff
(by the inductive hypothesis) ba,, - 5 A Qag A -+ A Qay, for every w € s iff
sl-B(BAQar A~ A Day).

Second, note that it is easy to show that assertability is preserved when B is
distributed over a conjunction. Using fact (41), this yields that s I+ B(8 A

Qaj A -+ AQay) just in case s |- BB A =B—aj A -+ A =B—ay,. O

The following definition of a sentence expressing an attitudinal state description

was given.

(43) ¢ expresses attitudinal state description 0 just in case: ¢ is assertable relative
to an agent’s doxastic state (i.e. b, I ¢) if and only if ¢ is a true description

of the agent’s state (i.e. w € [d])

Recall that an attitudinal state type description is a conjunction of beliefs (By) and
abeliefs (—B—), where the sentences in the complement of the two attitudes do not

contain ¢. We can now prove Theorem 3.1.

Theorem. For every sentence ¢ in the language, there is an attitudinal state type

description 6, such that @ expresses 0, in the sense of (43).

Proof. By Lemma A.1, there are ¢-free sentences 3, o, ..., ay, such that by, I- ¢ iff
baw IF BAOas A+ AQay,. Note that fact (41) has the special case that {w} |- B4Og
iff {w} - =Ba—, with the former being equivalent to b4, I- O¢. Then, unpacking
the definition of conjunction and applying this observation, we have that the above
assertability holds iff w € [Bf], w € [-B—ay], ..., and w € [-B—a,]. This in turn
holds just in case w € [BB A =B—ay A -+- A =B—ay,], so the latter is the attitudinal

state type description d,, that ¢ expresses. O



Appendix B

Experimenting with Epistemic Free
Choice

So-called free choice inferences arise when a disjunction interacting with a possibility

modal entails a certain conjunction. The paradigm examples come from the deontic

domain:’
(66) a) You may have ice cream or cake. v~ [O(p v q)]
b) You may have ice cream and you may have cake [Op A Oq]

Many authors? have noted that wide-scope disjunctions tend to give rise to the same

phenomenon:?
(67) a) You may have ice cream or you may have cake. v~ [Op v Oq|
b) You may have ice cream and you may have cake [Op A Oq|

Because of this, many authors have adopted what we might call the free choice

uniformity thesis: free choice effects arise equally in cases where the disjunction takes

LAt this level of generality, I'm leaving it open whether the entailment is semantic or pragmatic
and use ‘~~’ to denote the relevant sense of felt entailment.

2Kamp [1978] and Zimmermann [2000] are prominent examples.

3There are differences. For example, the free choice inference in (67) seems easier to cancel
than in the narrow case (66). These details do not concern the present experiment and so will be
ommitted.
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wide scope and where it takes narrow scope with respect to the possibility modal.
There are roughly three ways of endorsing the uniformity thesis. Wide reductionists
take free choice in wide scope disjunctions to be primary and reduce the narrow scope
case to it. Zimmermann [2000] takes this approach.® Narrow reductionists take free
choice in narrow scope disjunctions to be primary and reduce the wide scope case to
it. Simons [2005| takes this approach. Non-reductionists provide a treatment of free
choice which generates the inferences for both wide and narrow scope disjunctions
that does not reduce one to the other. Starr [2016b| takes this approach.

Now, observe that a critical component to proving that the assertability semantics
in Chapter 3 meets the desideratum of only allowing the expression of non-disjunctive
properties of attitudes is treating wide scope free choice in the epistemic domain as

an assertability entailment.’” In particular, we have the following entailment:

(68) a) The keys might be on the table or they might be in the drawer. |-

b) The keys might be on the table and they might be in the drawer.

Interestingly, however, the assertability semantics does not have narrow scope free
choice as an entailment: O(p v q) I Op A 0q.°

This situation suggests what we reject the free choice uniformity thesis for epis-
temic modals. In particular, we predict the following: in the case of epistemic ‘might’,
speakers should be more willing to accept free choice inferences when the disjunction
takes wide scope than when it takes narrow scope. In what follows, I present an

experiment that provides support for this prediction.

B.1 Methods

To test whether people drew free choice inferences, participants were presented with
a dialogue between two people who were considering what could be the case. One

person would assert the sentence containing a disjunction and an epistemic possibility

S0, too, does Geurts [2005].

®Recall: T assertorically entails ¢ — written I' |- ¢ — iff for every information state s: if [y]5 =1
for every v € I, then [p]® = 1. See (37) in Section 3.5.1 for the semantic clauses.

6Counter-example: an information state s containing a single p A —¢ world.
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— either with wide scope or narrow scope disjunction — and the other would respond
by agreeing with the assertion but then denying one of the possibilities. If the free
choice inference is drawn, that should be an incoherent action. Here is a concrete

example of a vignette used, in the wide scope condition:

Two siblings, Lorna and Charlie, love dessert. They both know that there
are three desserts in the kitchen — pie, ice cream, and cookies — and that

their mom is eating dessert right now.
Lorna and Charlie have the following conversation.

Charlie: do you know what mom’s having?
Lorna: it might be ice cream or it might be pie.

Charlie: That’s true, but it can’t be pie.

Does Charlie’s statement make sense to you?

For the study, 118 participants were recruited on Amazon’s Mechanical Turk.
Each was randomly assigned to the wide scope or narrow scope condition. Further-
more, each was randomly assigned to see one of three vignettes: one about ice cream
(above), one about the location of a colleague, and one about what card game was
being played by a group. This factor should have no effect and was included to ensure
that any results do not depend on the particular content of a vignette. After signing a
consent form, participants were shown the vignette, plus one reading comprehension
question, and the target question (“Does Charlie’s statement make sense to you?”).

They responded on a seven point Likert scale.”

B.2 Results

To analyze the responses, we performed both a parametric test and a nonparametric
test. First, a two-way ANOVA revealed a significant main effect of scope (p < 0.05),

no main effect of vignette, and no interaction effect between scope and vignette.

"The ‘1’ response was labeled “makes no sense” and the ‘7’ response was labeled “makes perfect
sense”.
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Secondly, a Mann-Whitney U test comparing all wide scope to all narrow scope
responses showed that participants found the free-choice-contradicting response less
acceptable in the wide scope condition than the narrow scope condition (p < 0.01).

Figure B.1 shows an interaction plot and a bar plot of these results.

6|
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wide narrow narrow
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Figure B.1: (a) Interaction plot showing difference in mean responses between wide
and narrow scope in each vignette. (b) Bar plot showing mean responses between all
responses in wide and narrow scope conditions.

B.3 Discussion

These results confirm the prediction of our assertability semantics: the free choice
uniformity thesis should be rejected, at least in the epistemic domain. Participants
are more likely to draw free choice inferences when disjunction takes wide scope over
epistemic modals than when it takes narrow scope. These results leave open the
exact mechanism that links the semantics to speaker judgments. But the fact that
wide scope free choice is an assertability entailment should make it more difficult
for listeners to make sense of Charlie’s statement in the wide scope case than in the
narrow case, where free choice is not an entailment.

It also remains open whether the free choice uniformity thesis holds for deontic (or,

more generally, root) modals. If free choice inferences are drawn uniformly for both
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scopes in the deontic domain, this would point to an asymmetry in the free choice
potential of epistemics and deontics. Such a result could begin to call into question the
standard assumption that the two types of modals are very closely related. Minimally,
in order to preserve the Kratzerian thought that epistemics and deontics are flavors
of the same lexical meaning, one would have to trace the difference in free choice to

something about the differences in the flavors.
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