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Quantifiers in natural language optimize the 

simplicity/informativeness 
trade-off
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C(L) := 1 − ∑
𝕄

P(𝕄) ∑
Q∈L

P(Q |𝕄) ∑
𝕄′ ∈Q

P(𝕄′ |Q) ⋅ u(𝕄′ , 𝕄)

Speaker chooses  
quantifier

Listener guesses  
model

Closeness of the 
guess

Across all 
models:

Percentage of quantifiers  in the language belonging to: 
* Generalized existential (e.g. ‘more than n’) 
* Generalized interactive (e.g. ‘very’) 
* Proportional  (e.g. ‘most’)

comp(L) := ∑
Q∈L

min{len(φ) : φ ∈ LOT, [φ] = Q}

Shortest 
formula

In a “Language 
Of Thought”

That expresses 
the quantifier

Sum, for each 
quantifier:
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optim(L) := 1 − min
L′ ∈P

d(L, L′ )

Closest point on Pareto frontier 
Estimated w/ evolutionary algorithm

Naturalness significantly correlated with optimality
β = 0.30, t = 88.95, p ≈ 0, 95 % CI : [0.293,0.307]


